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Introduction
As part of the Study Item on Integrated Access and Backhaul for NR [1], 3GPP has agreed to identify and evaluate potential solutions for following requirements and aspects associated with the efficient operation of integrated access and wireless backhaul for NR [1]. 
· Efficient and flexible operation for both inband and outband relaying in indoor and outdoor scenarios 
· Multi-hop and redundant connectivity
· End-to-end route selection and optimization
· Support of backhaul links with high spectral efficiency
· Support of legacy NR UEs

While the specific use cases and scenarios to be addressed in the study item are being discussed, in this contribution we identify some key architecture requirements from an operator’s perspective that we believe any solution developed for IAB should satisfy. 

IAB Architecture Requirements
3GPP NR-based 5G mobile networks will be deployed using a split RAN protocol architecture such that the gNB may be functionally split between a centralized gNB-CU (comprising SDAP/PDCP and RRC functionality) and decentralized gNB-DU (comprising RLC/MAC/PHY functionality) [2], with a new F1 interface between gNB-CU and gNB-DU. Such a split RAN protocol architecture allows operators to better take advantage of benefits offered by centralization and virtualization technologies. 
Strictly speaking, 3GPP specifications do not prevent a co-located gNB-CU + gNB-DU, so conceptually it may be possible to design IAB relay nodes or access nodes with co-located gNB-CU + gNB-DU functionality. However, from a practical deployment perspective, to have a consistent architecture across all deployed NR nodes, any operator with initial NR deployments based on split RAN protocol architecture would prefer that the relaying solution for IAB must be designed for a split RAN protocol architecture with centralized gNB-CU and decentralized gNB-DU nodes. 
Proposal 1: The relaying solution for IAB must be designed for a split RAN protocol architecture with centralized gNB-CU and decentralized gNB-DU nodes.
One major purpose of an IAB solution is to enable an operator to quickly deploy new RAN nodes in a dense network without having to provision wired/fiber access to every deployed node. In an initial deployment, fiber access may be provided to 1 out of every N deployed nodes. However, as the network evolves and depending upon further build-out/availability of fiber access, growth of traffic, and other deployment issues, it is possible that more of the already deployed nodes may be equipped with fiber backhaul. In such a situation, an operator may want an already deployed IAB relay node to be converted to a potential donor node with fiber backhaul. An example is illustrated in Figure 1 below. 
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Figure 1: Converting Deployed Relay Nodes to Donor Nodes
In the above example, Access Relay DU3, which was previously two hops away from Donor DU1, is converted to Donor DU3. As a result, there is a reduction in maximum number of IAB hops required to reach the CU, thereby improving latency performance in the network. Moreover, the new Donor DU3 provides a redundant IAB link to Intermediate Relay DU2, thereby increasing robustness of the network. 
To allow the above-described conversion of already deployed relay nodes to potential donor nodes, the architecture of all relay nodes, including access relay nodes and intermediate relay nodes in a multi-hop network, and all donor nodes need to be consistent with each other. In other words, IAB solutions that require very different architectures for access relay nodes, intermediate relay nodes, and donor nodes should be avoided. 
Proposal 2: IAB solutions that require very different architectures for access relay nodes, intermediate relay nodes, and donor nodes should be avoided to allow relatively easy conversion of one node type to another after deployment depending upon network conditions.
[bookmark: _GoBack]Due to the expected larger bandwidths available for NR compared to LTE (e.g. in mmWave spectrum), along with the native deployment of massive MIMO or multi-beam systems in NR, 3GPP has the opportunity to develop a relaying solution where the user access and backhaul links are integrated with each other seamlessly using the same air interface. This makes it possible to dynamically share air interface resources between user access and backhaul links in response to traffic and network conditions. Such reuse of NR air interface for backhauling is also a logical consequence of wanting to flexibly mix relay nodes with donor nodes in an NR network, as described in preceding paragraphs. 
Reuse of the NR access link for backhauling also has some architecture implications. The Release 15 NR network design is based on a hierarchical network design (just as it is in LTE, UMTS, and GSM before it). Hence, the NR air interface or access link is designed to operate between the network and device. The reuse of this NR access link for backhauling naturally has the consequence of requiring the IAB relaying solution to be designed for a hierarchical network design, rather than a traditional peer-to-peer mesh network. Moreover, if a proposed IAB relaying solution is designed based on a peer-to-peer mesh network, it would require significantly more standardization work to develop. Hence, it is proposed that the solution designed for IAB must be based on a hierarchical network and not a peer-to-peer mesh network.
Proposal 3: The solution designed for IAB must be based on a hierarchical network and not a peer-to-peer mesh network.
When the designed IAB solution is deployed in a mmWave frequency based NR network, it needs to be able to operate in the presence of fast changing channel conditions resulting from blockage phenomenon in mmWave frequencies. This requires the ability to change route/topology quickly in response to network conditions. Additionally, in deployment scenarios where there is frequent user mobility between deployed relay nodes, the IAB solution must also be able to support lossless mobility and any mobility solutions developed by RAN2 for 0 ms user plane interruption.
Proposal 4: The relaying solution designed for IAB must be able to support fast route/topology changes in response to changing network conditions, and must support lossless mobility and any mobility solutions developed by RAN2 for 0 ms user plane interruption.
Initial NR network deployments based on Phase 1 Release 15 3GPP specifications will be based on non-standalone (NSA) scenario (Option 3x), using existing EPC deployments for the core network. Additionally, some other NR network deployments based on the full Release 15 3GPP specifications may be based on standalone (SA) scenario (Option 2). Furthermore, in subsequent 3GPP Releases, as support for more deployment scenarios is developed, some networks deployed in Option 3x scenario using EPC could migrate to Option 7x or 4 using NGC. Hence, it is very conceivable that any IAB solutions potentially standardized in Release 16 specifications, may need to operate with either EPC or NGC as the core network, and may also need to continue to operate efficiently in the event of a core network transition from EPC to NGC. If the designed IAB solution has very significant core network dependencies, this would put an operator’s IAB deployment at significant risk when migrating the core network from EPC to NGC after deployment of IAB. Furthermore, if the designed IAB solution has very significant core network dependencies, 3GPP would need to develop different solutions that work with EPC vs. NGC. In this case, there may be significant impacts to EPC specifications as well. Hence, IAB solutions with significant core network dependencies have the potential to cause significant complications for an operator and for standardization, so it is proposed that the designed IAB solution should have minimal core network dependencies and specification impact.
Proposal 5: The designed IAB solution should have minimal core network dependencies and core network specification impact.

Conclusion
In this contribution, we identify some key architecture requirements from an operator’s perspective that we believe any solution developed for IAB should satisfy. The following proposals are offered for consideration:
Proposal 1: The relaying solution for IAB must be designed for a split RAN protocol architecture with centralized gNB-CU and decentralized gNB-DU nodes.
Proposal 2: IAB solutions that require very different architectures for access relay nodes, intermediate relay nodes, and donor nodes should be avoided to allow relatively easy conversion of one node type to another after deployment depending upon network conditions.
Proposal 3: The solution designed for IAB must be based on a hierarchical network and not a peer-to-peer mesh network.
Proposal 4: The relaying solution designed for IAB must be able to support fast route/topology changes in response to changing network conditions, and must support lossless mobility and any mobility solutions developed by RAN2 for 0 ms user plane interruption.
Proposal 5: The designed IAB solution should have minimal core network dependencies and core network specification impact.
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