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Introduction
The study item on integrated access and backhaul aims at supporting NR cells which are self-backhauled using the NR radio interface to other NR nodes which are connected to a traditional transport network. 
The following requirements are mentioned in the study item description:
· Efficient and flexible operation for both inband and outband relaying in indoor and outdoor scenarios 
· Multi-hop and redundant connectivity
· End-to-end route selection and optimization
· Support of backhaul links with high spectral efficiency
· Support of legacy NR UEs

Architecture wise there are many ways in which integrated access and backhaul can be supported. The aim of this contribution is to identify some of the key architecture questions for further discussion. 

Terminology
The following terminology is used in this contribution:
· IAB donor node (IAB-DN): The gNB or part of the gNB, that is using NR to backhaul other NR nodes. 
· IAB node (IAB-N): The NR node being backhauled using NR radio to another NR node (either an IAB node, or an IAB donor node)
· IAB backhaul link: The NR link between the IAB node and the other IAB nodes or IAB donor node providing backhaul. 
· Access link: The link between a UE and a IAB donor node (in case UE is being directly served by it without an intermediary IAB-N).
· IAB access link: The link between the IAB node and the UEs.
· Inband/Outband: Inband means that the same carrier frequency is used both for the IAB-backhaul link and the IAB-access link. Outband means that the IAB-backhaul link and the IAB-access link uses different carrier frequency. 

[bookmark: _Ref178064866]Discussion
Integrated access and backhaul has been studied earlier in 3GPP in the scope of LTE Rel-10. In this work an architecture was adopted where the Relay Node (RN) has the functionality of an LTE eNB and UE modem. The RN is connected to a donor eNB which has a S1/X2 proxy functionality hiding the RN from the rest of the network. The architecture enabled the Donor eNB to also be aware of the UEs behind the RN and hide any UE mobility between Donor eNB and Relay Nodes on the same Donor eNB from the CN.
During the Rel-10 also other architectures were considered e.g. where the RNs are more transparent to the Donor gNB and allocated a separate stand-alone P/S-GW node.
For NR similar architecture option can also be considered. One potential difference compared to LTE (besides lower layer differences) is that a gNB-CU/DU split is defined for NR which allows a separation of time critical RLC/MAC/PHY protocols from less time critical RRC/PDCP protocols. Such a split could also be applied for the integrated access and backhaul case. 
[bookmark: _Toc502920335][bookmark: _Toc502920392][bookmark: _Toc503259033][bookmark: _Toc503262484][bookmark: _Toc503438372][bookmark: _Toc503475857]Similar architecture options as discussed for LTE Rel-10 with the addition of CU/DU split can be studied for NR IAB
The Rel-10 discussion in LTE did not consider multi-hop. Multi-hop has a clear architecture impact since it could make some architecture solutions less efficient due to excessive processing (e.g. tunnelling in tunnelling). Additionally, the support of redundant paths was not considered for Relays in Rel-10.
[bookmark: _Toc502920336][bookmark: _Toc502920393][bookmark: _Toc503259034][bookmark: _Toc503262485][bookmark: _Toc503438373][bookmark: _Toc503475858]Support for multi-hop and redundant paths was not considered in Rel-10 and will have an impact on the architecture. 
IAB architecture questions
This section raises several IAB architecture questions and proposes way forward.
Should the IAB node be a full gNB-CU/DU or a gNB-DU?
In LTE, the RN was a full eNB but the donor eNB had S1/X2 proxy functionality hiding the RN from the rest of the network. In NR, a gNB-CU/DU split has been specified allowing the CU functionality to terminate RRC/PDCP and NG/Xn interface in a central place while the distributed DU terminates RLC/MAC/PHY. Similar functionality could also be considered for IAB where the IAB node terminates RLC/MAC/PHY towards the UE while RRC/PDCP is terminated in CU connected to the traditional transport network. 
[bookmark: _Toc502920337][bookmark: _Toc502920394][bookmark: _Toc503259035][bookmark: _Toc503262486][bookmark: _Toc503438374][bookmark: _Toc503475859]If the CU/DU split is applied to IAB the IAB node would terminate RLC/MAC/PHY towards the UE while a central CU would terminate RRC/PDC and NG/Xn interfaces towards other nodes. 
In this solution it is assumed a logical F1 interface would be supported between “DU” part of the IAB node and the CU functionality. A partial protocol stack for this case is illustrated below:
[image: ]
Figure 1 Example IAB node as a DU	
In case the IAB node supports a full gNB-CU/DU functionality it assumed that IAB node would look like a separate gNB towards other gNB and the 5GC. The most straight forward approach to support this is to allocate the IAB node to a specific type of UPF which provides user plane access to the operators internal IP network. 
[bookmark: _Toc502920338][bookmark: _Toc502920395][bookmark: _Toc503259036][bookmark: _Toc503262487][bookmark: _Toc503438375][bookmark: _Toc503475860]If the CU/DU split is not applied to IAB the IAB node would terminate RRC/PDCP/RLC/MAC/PHY towards the UE as well as NG/Xn interfaces towards other nodes. 
This case is illustrated in the figure below:
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Figure 2 Example IAB as a full CU/DU	
The details of the grey boxed in the figures of above is discussed further in later sections. 
Overall, we think both options above are technically feasible. Utilizing the CU/DU split has the following potential advantages:
· The end user UEs are seen in the central CU, this allows future optimizations such as
· utilizing the knowledge of radio resources management of both access and backhaul link
· optimizing UE mobility with regards to knowledge of access and backhaul link
· The IAB node are hidden from the rest of the network
· Avoids CN signalling for intra CU UE mobility
· Limits interactions between IAB node and neighbouring nodes (e.g. less Xn/X2 instances)
· Makes it possible to move IAB node within a CU (e.g. change routing paths) without updating rest of the network
· Allows a smooth migration of IAB node to “normal” DUs once connected to normal transport in network supporting CU/DU split
· General advantages of CU/DU split
· Terminate UE RRC/PDCP security in a central place which may be useful for IAB nodes which may be located in less secure places
· Centralized PDCP for dual connectivity and optimized mobility. If PDCP is terminated in the IAB node the packets for DC and at packet forwarding would need to traverse the last hop multiple times. 

The potential advantages of IAB node being a full gNB-CU/DU could be that:
· There is no need for a CU functionality in the wired network to support IAB node (instead only “UPF functionality” is needed)

[bookmark: _Toc502920339][bookmark: _Toc502920396][bookmark: _Toc503259037][bookmark: _Toc503262488][bookmark: _Toc503438376][bookmark: _Toc503475861]Both IAB node as a full gNB-CU/DU and as a gNB-DU are technically feasible
[bookmark: _Toc502920340][bookmark: _Toc502920397][bookmark: _Toc503259038][bookmark: _Toc503262489][bookmark: _Toc503438377][bookmark: _Toc503475862]IAB node as a gNB-DU has several advantages such as potential for optimized resource handling and mobility, it also allows central termination of NG and Xn interfaces avoiding inefficient routing of these interface via IAB node
[bookmark: _Toc502920402][bookmark: _Toc503259044][bookmark: _Toc503262495][bookmark: _Toc503425408][bookmark: _Toc503438383][bookmark: _Toc503475868]The SI on IAB should focus on the CU/DU split solution
How does the architecture for the backhaul look like?
There are several different options on how the architecture for the backhaul could look like, both when it comes to UP and CP aspects. In general, it is assumed that the backhaul interface should be as similar to the access interface as possible when it comes to the lower layers e.g. RLC/MAC/PHY, but when it comes to higher layers e.g. NAS/RRC/PDCP it may not be so obvious what should be done. 
[bookmark: _Toc502920403][bookmark: _Toc503259045][bookmark: _Toc503262496][bookmark: _Toc503425409][bookmark: _Toc503438384][bookmark: _Toc503475869]The IAB node should reuse the RLC/MAC/PHY of the UE for the IAB backhaul link. IAB related changes to these protocols should minimized. 
[bookmark: _Toc502920404][bookmark: _Toc503259039][bookmark: _Toc503262490][bookmark: _Toc503438378][bookmark: _Toc503475863]Impacts on and usage of NAS/RRC/PDCP layers in the IAB node is subject to further studies. 
Additionally it could be discussed if the full F1 interface (or NG interface in case IAB node as a full gNB-CU/DU) should be supported e.g. F1-AP, SCTP, GTP-U, UDP, IP.
In our view it is beneficial if the full F1 interface can be supported (incl. IP) in order to make the IAB node as similar to a normal DU as possible. Supporting IP (or possible L2 connectivity) to the IAB node also makes it possible to support any service relying on IP or L2 connectivity (e.g. OAM interfaces, backhaul for other accesses such as WLAN and LTE).
[bookmark: _Toc502920341][bookmark: _Toc502920398][bookmark: _Toc503259040][bookmark: _Toc503262491][bookmark: _Toc503438379][bookmark: _Toc503475864]Supporting IP connectivity to the IAB node would make it possible to also support any service relying on IP connectivity (e.g. OAM interface, backhaul for other technologies).

[bookmark: _Toc502920405][bookmark: _Toc503259046][bookmark: _Toc503262497][bookmark: _Toc503425410][bookmark: _Toc503438385][bookmark: _Toc503475870]The IAB node should support the full F1-C/U interface (incl. IP layer) making it as similar as possible to a DU connected to normal transport network.
When it comes to how this IP and possible L2 connectivity should be supported to the DU there could be different options broadly classified as L3 and L2 options below:
L3 option:
In this option the IAB node gets its own IP address located in a UPF (IAB node) in operator’s network. Typically, we assume this UPF will be co-sited with the CU serving the IAB node. When the UE modem part of the IAB node connects to the network it will be assigned an IP address of this UPF. Once the IAB node has got an IP address it can begin to establish F1 to the CU as normally. From the CU point of view the IAB node looks in principle as a normal DU. 
The user plane path for a single hop IAB node is illustrated below:
[image: ]
Figure 3 Example single hop L3 backhaul	
Step 1: A DL packet arrive from the 5GC.
Step 2: The CU which has the UE context knows that the UE is located in the IAB Node and therefore sends the packet in a F1-U GTP tunnel to the IAB Nodes IP address. 
Step 3: The UPF function serving the IAB Node knows that the IAB Node is located in the CU which has the IAB context. 
Step 4: The CU with the IAB context knows the IAB is located under DU and therefore sends the packet in a F1-U GTP tunnel to the DU IP address. 
Step 5: The DU decapsulates the F1-U GTP tunnel and delivers the packet to the IAB Node on a radio bearer belong to the IAB node.
Step 6: The IAB node decapsulates the F1-U GTP tunnel and delivers the packet to the UE on a radio bearer belong to the UE.
The advantage of this solution is that it will have minimum standard impact since normal UE – network functionality is reused. It would also support any IP traffic towards the IAB node in a transparent way. 
The potential drawback with this solution is that each IAB node will have its own UPF function so that for IAB nodes that connects to other IAB nodes there will be cascaded UPF and CU functions. E.g. a DL packet to the UE would first transition the UPF of the IAB node, then the CU of the IAB node, then the UPF of the IAB node that the first IAB node is connected to than the CU of the IAB node that the first IAB node is connected to etc. 
Each loop will add more overhead (e.g. GTP/UDP/IP/PDCP) and processing. As illustrated in the figure below:
[image: ]
Figure 4 Example 3-hop IAB when using L3 backhaul(incl. overhead calculation)
[bookmark: _Toc502920342][bookmark: _Toc502920399][bookmark: _Toc503259041][bookmark: _Toc503262492][bookmark: _Toc503438380][bookmark: _Toc503475865]Using a L3 solution where the traffic goes via a UPF serving the IAB node requires minimum standard impacts and support any IP services towards the IAB node. 
[bookmark: _Toc502920343][bookmark: _Toc502920400][bookmark: _Toc503259042][bookmark: _Toc503262493][bookmark: _Toc503438381][bookmark: _Toc503475866]The L3 solution does not scale well for supporting multiple hops with regards to overhead and processing. 
[bookmark: _Toc502920344]L2 or other forwarding options:
[bookmark: _Toc502920345]In this option the IAB node may not necessary get an IP address in a UPF located in the operator network instead forwarding capabilities are introduced in the intermediate nodes (other IAB node, DUs) providing the connectivity of the IAB node to the rest of the network. There could be many different flavours of the L2 solution. Some examples are shown below. 
· [bookmark: _Toc502920346]The IP or L2 address of the IAB node is announced at the DU function of the “donor gNB”. The DU then maps packets addressed to the IAB node to a specific Radio Bearer(s) serving the IAB node. At the next hop the packets could be mapped to another Radio Bearer(s).
· [bookmark: _Toc502920347]The IAB node is assigned a UPF providing L3 or L2 connectivity to the IAB node. This UPF could also be co-located with CU-UP entity terminating PDCP for the IAB node. The UPF/CU-UP function of the first IAB node could be located close to the DU while the UPF/CU-UP function of the second IAB node could be located at the site of the first IAB node. 
· The intermediate nodes do forwarding based on GTP TEIDs. E.g. the IAB node can get allocated a specific range of GTP TEIDs not used in DU or other intermediated IAB nodes.
The figure below shows an example of a forwarding solution based on using IP address of IAB node:
[image: ]
Figure 5 Example single hop L2/forwarding backhaul	
Step 1: A DL packet arrive from the 5GC.
Step 2: The CU which has the UE context knows that the UE is located in the IAB Node and therefore sends the packet in a F1-U GTP tunnel to the IAB Nodes IP address. 
Step 3: The DU function serving the IAB Node knows the IP address of the IAB Node and catches all packets towards this IP address and maps them to a Radio Bearer over the IAB backhaul link. 
Step 4: The IAB node decapsulates the F1-U GTP tunnel and delivers the packet to the UE on a radio bearer belong to the UE.
The advantage of a L2 or forwarding solution is that the processing and signalling overhead will not grow with the number hops as in case for the L3 solution (as shown in the figure below). The drawback is extra complexity and standard impacts in the intermediate nodes.
[image: ]
Figure 6 Example 3-hop L2/forwarding backhaul (incl. overhead calculations)	
[bookmark: _Toc502920348][bookmark: _Toc502920401][bookmark: _Toc503259043][bookmark: _Toc503262494][bookmark: _Toc503438382][bookmark: _Toc503475867]Using a L2 solutions where intermediate nodes maps traffic to/from the IAB node and the central CU has the advantage of less overhead/processing but comes at the price of additional complexity in the standard and intermediate nodes. 
[bookmark: _Toc502920406][bookmark: _Toc503259047][bookmark: _Toc503262498][bookmark: _Toc503425411][bookmark: _Toc503438386][bookmark: _Toc503475871]It should be studied further if L3 or L2 / forwarding should be used for supporting IAB nodes
How are redundant paths supported?
The SI raises requirements on supporting redundant paths for IAB node. The assumption is that certain paths could be shadowed which could means that the IAB node would need to use alternative paths to continue to serve the UEs connected to the IAB node. This is illustrated in the figure below where the IAB node IAB-N22 could either be backhauled by IAB-N23 or IAB-N21 under the same Donor node (IAB-DN2) or by IAB-N11 under a different Donor node (IAB-DN1).
[image: ]
In our view it should be possible to explore existing NR features for handover and dual connectivity to support redundant paths for IAB node. The CU/DU split supports scenarios where the same CU is serving multiple DUs (which some could be IAB nodes) this enables the CU to setup Dual Connectivity between multiple DUs serving the same IAB node. Also, quick intra-CU handovers between DUs/IAB-Ns can be supported in the same way. The NG-RAN standard also supports inter-CU Dual Connectivity and Handover in case a given IAB node is in a border area between different CUs. 
[bookmark: _Toc503262499][bookmark: _Toc503425412][bookmark: _Toc503438387][bookmark: _Toc503475872][bookmark: _Toc502920407][bookmark: _Toc503259048]Existing NR DC and handover mechanism should be explored to support path redundancy for IAB node 

Conclusion
In earlier sections we made the following observations:
Observation 1	Similar architecture options as discussed for LTE Rel-10 with the addition of CU/DU split can be studied for NR IAB
Observation 2	Support for multi-hop and redundant paths was not considered in Rel-10 and will have an impact on the architecture.
Observation 3	If the CU/DU split is applied to IAB the IAB node would terminate RLC/MAC/PHY towards the UE while a central CU would terminate RRC/PDC and NG/Xn interfaces towards other nodes.
Observation 4	If the CU/DU split is not applied to IAB the IAB node would terminate RRC/PDCP/RLC/MAC/PHY towards the UE as well as NG/Xn interfaces towards other nodes.
Observation 5	Both IAB node as a full gNB-CU/DU and as a gNB-DU are technically feasible
Observation 6	IAB node as a gNB-DU has several advantages such as potential for optimized resource handling and mobility, it also allows central termination of NG and Xn interfaces avoiding inefficient routing of these interface via IAB node
Observation 7	Impacts on and usage of NAS/RRC/PDCP layers in the IAB node is subject to further studies.
Observation 8	Supporting IP connectivity to the IAB node would make it possible to also support any service relying on IP connectivity (e.g. OAM interface, backhaul for other technologies).
Observation 9	Using a L3 solution where the traffic goes via a UPF serving the IAB node requires minimum standard impacts and support any IP services towards the IAB node.
Observation 10	The L3 solution does not scale well for supporting multiple hops with regards to overhead and processing.
Observation 11	Using a L2 solutions where intermediate nodes maps traffic to/from the IAB node and the central CU has the advantage of less overhead/processing but comes at the price of additional complexity in the standard and intermediate nodes.

Based on the discussion in earlier sections we propose the following:
Proposal 1	The SI on IAB should focus on the CU/DU split solution
Proposal 2	The IAB node should reuse the RLC/MAC/PHY of the UE for the IAB backhaul link. IAB related changes to these protocols should minimized.
Proposal 3	The IAB node should support the full F1-C/U interface (incl. IP layer) making it as similar as possible to a DU connected to normal transport network.
Proposal 4	It should be studied further if L3 or L2 / forwarding should be used for supporting IAB nodes
Proposal 5	Existing NR DC and handover mechanism should be explored to support path redundancy for IAB node
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