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Introduction
[bookmark: OLE_LINK72][bookmark: OLE_LINK71][bookmark: OLE_LINK51][bookmark: OLE_LINK52]In the previous meeting, RAN2 made the following agreement on QoS flow to DRB mapping.
Agreements:
1:	SN can request to move a QoS flow(s) from SN to MN. MN can accept or drop the moved flow (but cannot reject the move)
2:	QoS flow level offloading between the MN and SN is supported in NR.

This agreement doesn’t preclude lossless or lossy offloading between MN and SN. This contribution will discuss whether lossless offloading is supported in this release. 
Discussion
Figure 1 illustrates how a QoS flow is offloaded from a MgNB to SgNB. In this figure, DRB 1 belongs to MgNB, DRB 2 belongs to SgNB. UPF sends packet 1, 2, 3 in QoS flow 2 to MgNB. Then after QoS flow 2 is offloaded to DRB2 of SgNB, UPF sends packet 4, 5 in QoS flow 2 to SgNB. Packet 4, 5 may arrive at UE earlier than packet 1, 2, 3 due to some unexpected factors, e.g. network resource congestion in MgNB, etc. 
[bookmark: _GoBack]However unlike the PDCP sublayer, SDAP sublayer doesn’t perform reordering in case the SDAP receives out of sequence SDUs from the lower layer. Namely, the lower layer should ensure the packets are delivered to SDAP sublayer in sequence.  
However, since the QoS flow is mapped from a DRB of MgNB to a DRB of SgNB, each DRB being mapped to one PDCP entity, when QoS flow 2, as depicted below, is re-mapped to another DRB of SgNB to be received by PDCP entity 2, the PDCP entity 2 is not able, alone, to re-order its received packets with those received by PDCP entity 1. 




Figure 1: Offloading procedure

Observation 1: Out of order delivery happens when a QoS flow is offloaded from one node to another node with ongoing packets delivery. 
From the aspect of MgNB, QoS offloading doesn’t happen all the time.  One motivation to offload a QoS flow from one gNB to another gNB is because this specific QoS flow doesn’t match the DRB characteristics any longer. For AM bearer, the simplest way to keep the offload transition lossless is to perform the offload during the time when there is no ongoing data for transmission for this QoS flow.
Another possible way to ensure lossless QoS flow offloading is to change the AM bearer type with PDCP recovery. The MgNB can change an MCG bearer to a split bearer, and then this particular QoS flow can be offloaded to the SgNB. 
Observation 2: Lossless QoS flow offloading can be solved by RAN implementation. 
Proposal 1: RAN2 does not standardize the lossless QoS flow offloading procedure

Conclusion
This paper discusses how to ensure the lossless QoS flow offloading, and we propose:
Observation 1: Out of order delivery happens when a QoS flow is offloaded from one node to another node with ongoing packets delivery.
Observation 2: Lossless QoS flow offloading can be solved by RAN implementation. 
Proposal 1: RAN2 does not standardize the lossless QoS flow offloading procedure
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