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1 Introduction
In the RAN2 ad-hoc meeting held earlier this year, an agreement was reached to support packet duplication in PDCP. This was based on the argument that packet duplication is useful to help meet the reliability requirements of URLLC in dual connectivity (DC) scenarios with lower resource consumption [1]. In the RAN2#97 meeting, it was agreed to extend the PDCP concept to cover carrier aggregation (CA) scenarios. The argument made here was that a common mechanism for DC and CA comes with reduced standardization and implementation complexity [2].
From these arguments, it is clear that a common mechanism for packet duplication across DC and CA is desirable from a RAN2 perspective. In this submission, we take a closer look at the details of the uplink PDCP duplication mechanism.
2 Discussion
2.1 PDCP duplication with no lower layer interactions
A simple mechanism of PDCP duplication would involve PDCP duplicating all the packets to duplicate RBs. No further interactions occur down the stack. The only exception would be that for CA, MAC ensures that the duplicate RBs are mapped on to different carriers. The stack operation is illustrated in Figure 1.
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[bookmark: _Ref484778619]Figure 1: PDCP duplication with no lower layer interactions
A drawback with the above mechanism is that in case of asymmetric transmission channels, there will be a backlog of data to be transmitted on one of the channels when compared to the other. Examples of such asymmetry would include links supporting different data rates, or if the channel conditions of one of the duplicate links deteriorates.
When one of the links is poor, its transmission of duplicate data is delayed leading to a backlog of data in its buffers. As the delay increases, the likelihood of successful transmission of the corresponding data over the other (good) link increases with the use of time domain repetitions such as HARQ. The eventual transmission of data present in the backlog that has already been successfully transmitted over the good link provides no benefit and is a waste of transmission resources. 
In addition, the unnecessary transmission of this data in the backlog pre-empts the transmission of newly arriving data that could benefit from the reliability advantage that duplication provides. This pre-emption delay would not be acceptable for the stringent low-latency criterion specified for URLLC.
Observation 1: Duplicating data at PDCP without taking the underlying channel into account could lead to wasted resources, while not providing the necessary reliability in low-latency scenarios required by URLLC.
2.2 PDCP duplication with lower layer interactions
To counter the problem of a backlog described above, we explore a design that introduces lower layer interactions with data duplication. The network uses HARQ acknowledgements to indicate to the MAC in the UE that data retransmissions are no longer required. This knowledge is leveraged to discard packets from the backlog, as shown in Figure 2.
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[bookmark: _Ref484782221]Figure 2: PDCP duplication with lower layer interactions
RLC entities are made aware of successful transmissions using feedback from the MAC layer. The RLC entities carrying duplicate data co-ordinate between themselves to ensure that only RLC SDUs that haven’t previously been successfully transmitted are sent to MAC for transmission. 
With the use of such a scheme, data duplication is only performed for data that requires the reliability advantage that duplication provides. For uplink transmissions, with MAC and RLC entities being present in the same device, the tight coupling needed for this coordination is achievable. As shown in Figure 2, this mechanism can be used with both CA and DC deployments.
Proposal 1: For uplink packet duplication, additional mechanisms are defined in MAC and RLC to ensure that PDCP data duplication takes place only when needed,
3 Conclusion
In this contribution, we have taken a closer look at the PDCP data duplication scenario and observe that:
Observation 1: Duplicating data at PDCP without taking the underlying channel into account could lead to wasted resources, while not providing the necessary reliability in low-latency scenarios required by URLLC.
Based on this observation, we propose that:
Proposal 1: For uplink packet duplication, additional mechanisms are defined in MAC and RLC to ensure that PDCP data duplication takes place only when needed,
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