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1 Introduction

During the RAN2#97 bis meeting RAN2 discussed the QoS architecture and reached the following agreements.

Agreements

1
NR/NR DC should support that different QoS flows of the same PDU session can be mapped to MgNB and SgNB. 

2
In the case of NR/NR DC where different QoS flows of the same PDU session are mapped to MgNB and SgNB then there is one SDAP entity in the MgNB and one in SgNB for that PDU session.

RAN2 understand that support of this behaviour is still under discussion on SA2.

RAN2 did not conclude some further aspects addressed in the paper e.g. the use of tunnels, as that was felt to be more in scope of other WGs (RAN3, SA2). This paper focusses of the roles of MN and SN w.r.t. the related radio aspects i.e. which node controls the DRBs (in particular for SCG/ SCG split DRBs) as well as the mapping of QoS flows.

Note that in this paper we assume a PDU session may be split by using specific tunnels, which we understand has now been agreed by RAN3 (for MR DC via 5GCN).
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Figure 1: NR+NR DC – PDU session split (PDU session 2)
In the NR QOS (non-DC) architecture, there will several new functions:

1) DRB management 

· determine what DRB’s need to be established for the QOS flows that have to be supported (DRB’s establishment/reconfiguration/release)
2) QOS flow->DRB mapping configuration

· determine the mapping of QOS flows to DRB’s (execute QOS flow remapping actions if required)
3) QOS flow->DRB UP handling

· actual UP handling of the packets in UL / DL

In MR DC via 5GCN, the UP handling is covered by an SDAP entity, both in MN and SN. E.g. the SDAP entity in the MN and SN will perform the UP handling of QOS flows routed to them by the CN (function 3 listed above). 

Then the open issue is which node (i.e. MN or SN) is responsible for DRB management/QOS flow mapping configuration? More specifically we see the following questions:

a) Inter-node QOS flow routing

· Which node is responsible for deciding whether a QOS flow is to be routed (from the 5GCN) to the MN or to the SN?
b) DRB management/QOS flow mapping configuration in MN
· For QOS flows routed to the MN, which node is responsible for related DRB management/QOS flow mapping configuration in the MN?
c) DRB management/QOS flow mapping configuration in SN 

· For QOS flows routed to the SN, which node is responsible for related DRB management/QOS flow mapping configuration in the SN?
These questions we will try to answer in this contribution.

2 Inter-eNB QOS flow routing
There can only be one eNB having the final responsibility of deciding to which node a QOS flow should be routed from the CN. E.g. w.r.t. figure 1, should a QOS flow of PDU session 2 be routed via PDU session tunnel 2-a or PDU session tunnel 2-b. In line with the responsibilities in LTE w.r.t. E-RAB routing, it makes sense to us that the MN would have this responsibility. 
Proposal 1: 
The MN decides whether to add an SN to the UE configuration, and for which PDU sessions a second CN<->RAN tunnel is to be established.
Proposal 2: 
The MN decides whether a QOS flow is routed from the CN to the MN or to the SN.
3 DRB mngt/QOS flow mapping configuration in MN
Also here it seems an easy decision to give this responsibility to the MN. I.e. the MN is able to handle this by himself when there is no SN configured, so should also be fine to handle this when there is an SN.
Note that in MR DC, this responsibility also concerns establishing of split bearers (having a leg in the SN) and performing QOS flow mapping to these split-DRB’s.
Proposal 3: 
The MN is responsible for DRB management (setup, modify, release) of MCG/MCG-split bearers.

Proposal 4: 
The MN is responsible for deciding on the QOS flow -> DRB mapping for QOS flows routed from CN to MN.
4 DRB mngt/QOS flow mapping configuration in SN
This seems to be the more tricky question. I.e. could we give the SN the responsibility to decide on what DRB’s it needs to handle the QOS flows routed to it ? Could we have the SN decide on the QOS flows -> DRB mapping for QOS flows routed to it ? To answers these questions, we think the following aspects should be considered:

1. In [2] we have indicated the importance of DRB level QOS flow mobility (level 1). Only this level 1 QOS flow mobility will ensure lossless/insequence delivery, in contrast to per QOS flow mobility that may be non-lossless and result in out of sequence packet delivery to application layers. If we want to stimulate DRB level mobility, it should be clear that we need to have one entity that decides e.g. to move a DRB from MN to SN or vice versa. This entity can only be the MN.

2. If we would keep only the DRB management responsibility at the MN for SN DRB’s, but still allow the SN to decide on the QOS flow->DRB mapping, then the SN may decide to have mappings which the MN does not like. As a result, when moving QOS flows/DRB’s back to the MN, often the MN may have to use individual QOS flow mobility (level 2 QOS flow mobility) to correct the mapping situation. Level2 QOS flow mobility is non-lossless/may result in out of sequence delivery. Therefore it would be good to avoid having to use Level 2 QOS flow mobility where possible.

As a result we think that both DRB management of SCG bearers and QOS flow -> Mapping for SCG bearers should be the responsibility of the MN. 

Proposal 5: 
The MN is responsible for DRB management (setup, modify, release) of SCG/SCG-split bearers.

Proposal 6: 
The MN is responsible for deciding on the QOS flow -> DRB mapping for QOS flows routed from CN to SN.
5 Resulting protocol architecture

The potential resulting protocol architecture is shown in figure 2 (only new NR QOS parts shown). 
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Figure 2: Potential resulting NR+NR DC protocol architecture
MN functionality:
· CP (RRC): 
Responsible for all DRB management (in both MN and SN)

· CP (RRC): 
Responsible for all QOS flow -> DRB mapping  control (in both master- and slave- SDAP)

· UP (SDAP): Performs mapping of QOS flows to DRB’s for MCG & MCG-Split DRB’s

SN functionality:
· UP (SDAP):
Performs mapping of QOS flows to DRB’s for SCG  DRB’s
Note that as a result of these proposals, the responsibilities for the MN and SN w.r.t. DRB management are the same in LTE+LTE DC and in NR + NR DC. I.e. only the QOSflow->DRB mapping part is new:
	
	MCG bearer 
	MCG Split bearer 
	SCG bearer 

	1. Responsibility for DRB management (DRB Est, Rel, Mod) 
	MN 
	MN 
	MN 

	2.
Responsibility for QOSflow->DRB mapping configuration 
	MN 
	MN 
	MN 

	3.
Responsibility for PDCP configuration 
	MN 
	MN 
	SN 

	3.
Responsibility for lower layer configuration (RLC, MAC, L1) 
	MN 
	MN + SN 
	SN 


Table 1: Responsibility overview

6 Conclusions
RAN2 is requested to discuss and if possible agree on the following proposals w.r.t. NR+NR DC:
Proposal 1: 
The MN decides whether to add an SN to the UE configuration, and for which PDU sessions a second CN<->RAN tunnel is to be established.
Proposal 2: 
The MN decides whether a QOS flow is routed from the CN to the MN or to the SN.
Proposal 3: 
The MN is responsible for DRB management (setup, modify, release) of MCG/MCG-split bearers.

Proposal 4: 
The MN is responsible for deciding on the QOS flow -> DRB mapping for QOS flows routed from CN to MN.
Proposal 5: 
The MN is responsible for DRB management (setup, modify, release) of SCG/SCG-split bearers.

Proposal 6: 
The MN is responsible for deciding on the QOS flow -> DRB mapping for QOS flows routed from CN to SN.
Annex A provides two signalling sequence examples that are based on the proposed responsibilities.
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Annex A: Example signalling flows

A.1: MCG bearer -> SCG bearer “move” at SN addition (Level 1 mobility)
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A.2. Move of an additional QOS flow to the SN (Level 2 mobility)
[image: image4.png]MeNB

0. MeNB detects overload and wants
tomove additional Q05 flow 3
1.5eNBModifReq
= TnarviouaiGOS fow move
- aosfowis=3
- QOSprofile
- oRs2

2.5eNBMod ReqAck
~SCGconfig

3. Reconfig

5. Session Modificatios

~Wiove QO3 fiow 3 to tunne1 2

6.5witch QOS flow2 to tunnel 2

8. UE detects QOS flow3 moved to SCG.
DRB2 andmaps UL to same DRB

(reflective Q0S)





[image: image1]