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Introduction
[bookmark: _Ref178064866]For NR, low latency is a key metric. It is expected that NR shall be able to achieve much lower latency than LTE. The overall latency in RAN comprises the delay contributed by multiple aspects such as the scheduling delay, the encoding/decoding delay, the propagation delay and the delay from physical layer control signalling such as DCI TX, HARQ feedback TX, SR TX and retransmission delay etc. However, low latency is usually achieved at the cost of more overhead due to physical layer control signal and frequent UL-DL switch. To achieve an optimal trade-off between QoS fulfilment and the spectrum efficiency, the latency of scheduled data transmission and the HARQ feedback transmission is more flexible in NR compared to LTE. According to the current agreement, the scheduler may dynamically indicate the delay parameters using DCI and the HARQ RTT that can be tuned using these parameters so that the transmission delay can be conditionally adapted. The parameters in DCI that impact the UP latency are: 
-	K0: Delay between DL grant and corresponding DL data (PDSCH) reception
-	K1: Delay between DL data (PDSCH) reception and corresponding acknowledgement transmission in UL
-	K2: Delay between UL grant reception and UL data (PUSCH) transmission
In RAN1, there is still ongoing discussions regarding the relevant delay parameters for HARQ operation. The exact range of the delay parameters are not finally determined yet. Below are related agreements from RAN1.
In RAN1-86bis [2], there are the following agreements:
	Agreement
· At least asynchronous and adaptive HARQ is supported for eMBB.
· NR supports at least UL transmission of at least single HARQ-ACK bit.
· Consider whether/how to support more than one HARQ-ACK bits per TB.
· Consider whether/how to support single HARQ-ACK bit per multiple TBs, e.g., HARQ-ACK bundling.
· Timing relationship between UL assignment and corresponding UL data transmission can be (one or more of, FFS which ones)
· dynamically indicated by L1 signaling (e.g., DCI)
· semi-statically indicated to a UE via higher layer
· a combination of indication by higher layers and dynamic L1 signaling (e.g., DCI)
· For slot-based scheduling, NR specification should support the following
· DL data reception in slot N and corresponding acknowledgment in slot N+K1
· All UEs should support K1≥1 with exact values for K1 FFS
· Some UEs may support K1=0 (FFS conditions)
· UL assignment in slot N and corresponding uplink data transmission in slot N+K2
· All UEs should support K2≥1 with exact values for K2 FFS
· Some UEs may support K2=0 (FFS conditions)



In RAN1-87[3], one agreement to indicate the HARQ feedback timing has been reached:
	Agreement
· It should be possible to dynamically indicate (at least in combination with RRC) the timing between data reception and hybrid-ARQ acknowledgement transmission as part of the DCI



In RAN1-89[4], there is one agreement regarding K0
· All Rel.15 UE supports minimum value of K0 equal to 0, i.e., DL assignment and the scheduled DL data are in the same slot. 
[bookmark: _Toc485284421][bookmark: _Toc485284482][bookmark: _Toc485284504][bookmark: _Toc485284739][bookmark: _Toc485284771][bookmark: _Toc485284791][bookmark: _Toc485284804][bookmark: _Toc485284851][bookmark: _Toc485284864][bookmark: _Toc485284904][bookmark: _Toc485285211][bookmark: _Toc485305165][bookmark: _Toc485305284][bookmark: _Toc485305722][bookmark: _Toc485384525][bookmark: _Toc485385699][bookmark: _Toc485400116][bookmark: _Toc484180280][bookmark: _Toc484435466][bookmark: _Toc484436720][bookmark: _Toc484436755][bookmark: _Toc484436858][bookmark: _Toc484436904][bookmark: _Toc484436966][bookmark: _Toc484437040][bookmark: _Toc484437163][bookmark: _Toc484437217][bookmark: _Toc485284422][bookmark: _Toc485284483][bookmark: _Toc485284505][bookmark: _Toc485284740][bookmark: _Toc485284772][bookmark: _Toc485284792][bookmark: _Toc485284805][bookmark: _Toc485284852][bookmark: _Toc485284865][bookmark: _Toc485284892]Extremely short latency is one key objective for NR.
[bookmark: _Toc485284905][bookmark: _Toc485285212][bookmark: _Toc485384526][bookmark: _Toc485305166][bookmark: _Toc485305285][bookmark: _Toc485305723][bookmark: _Toc485385700][bookmark: _Toc485400117]The UP latency is flexible in NR depending on the HARQ delay parameters (i.e. K0, K1 and K2) being discussed in RAN1.
In this paper, we show some examples on how user plane latency impact the TCP slow start performance. For instance, the peak data rate in case of dual stream transmission over 100 MHz bandwidth can reach around 750 Mbps with the maximum transport size derived by referring to the transport format list in Table 7.1.7.2.2-1 in 3GPP TS 36.213. Theoretically, it only needs 0.021 ms to download a 2-Mbyte file at peak rate.
[bookmark: _Ref458499352]Discussion
The TCP slow start duration depends on multiple factors, for instance, the peak data rate and the round trip time of TCP. The peak data rate means the capacity of the whole path along which the data is transmitted. For higher data rate in the air interface, the TCP slow start takes longer time to reach the peak rate. Shortened TCP round trip time can reduce the required time for TCP slow start since the amount of data the sender transmits in a burst is limited by the size of the congestion window and the congestion window size increases when ACKs are received. So the quicker ACKs are received the quicker the congestion window size grows. 
The TCP round trip time depends on the end to end delay of data transmission. In general, the end to end delay includes the transport delay which is contributed by transport network and the transmission delay in the RAN side. For current commercial networks, the transport delay may take several hundreds of milliseconds or even longer. When the transport delay takes a large part of end to end delay, reduction of transmission delay in RAN side can only achieve minor gain due to that the resulting end to end delay reduction is minor. However, since 5G targets future networks, one cannot assume that the transport delay is usually within several tens to several hundreds of milliseconds as today. With the evolution of transport networks, much smaller transport delay can be achieved, for instance a few ms or even shorter than 1 ms.
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Similar as LTE, the HARQ RTT depends on the TTI length as well as the processing delays which is indicated by the HARQ delay parameters K0, K1 and K2. For instance, the HARQ RTT in DL is the sum of K0, the data transmission duration, K1 and the HARQ feedback transmission delay. For UL, the HARQ RTT includes the DCI transmission delay, K2, the UL data transmission duration and the data decoding delay in the gNB side. 
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When we compare the HARQ RTT and the expected transport delay of future network, the following can be observed:
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In the discussion below, we will discuss how transmission delay in RAN side impact the system performance and UE experience when the transmission delay in RAN side becomes a bottleneck.
Firstly, let’s briefly review the performance of LTE latency reduction which was sufficiently discussed and verified. In Section 9.4 of the technical report 36.881 [1]. There are the following conclusions at discussing the performance of short TTI:
· The results of all sources reveal that shortening TTI length can have great benefits in terms of user perceived throughput and latency. 
· All sources with results for different core network delays show that gains when operating with shorter TTI reduce with larger core network delay but are still very high at low load.
· Most sources show that short TTI may have a benefit in terms of reduced average system resource utilization.
In the simulations with short TTI, the HARQ RTT is scaled with the TTI length. It was further observed that: 
· “Two sources show that the performance of 14OS TTI length with reduced processing time (i.e. with reduced HARQ RTT and UL access delay) comes close to the one of slot based TTI length.” 
Figure 3 [1] in Section 5.2  shows the gain in terms of file downloading time reduction in relation to the UP latency reduction, where the UP latency reduction can be realized by the HARQ RTT reduction.
[bookmark: _Toc484435470][bookmark: _Toc484436724][bookmark: _Toc484436759][bookmark: _Toc484436862][bookmark: _Toc484436908][bookmark: _Toc484436970][bookmark: _Toc484437044][bookmark: _Toc484437167][bookmark: _Toc484437221][bookmark: _Toc485284426][bookmark: _Toc485284487][bookmark: _Toc485284509][bookmark: _Toc485284744][bookmark: _Toc485284776][bookmark: _Toc485284796][bookmark: _Toc485284809][bookmark: _Toc485284856][bookmark: _Toc485284869][bookmark: _Toc485284896][bookmark: _Toc485284909][bookmark: _Toc485285216][bookmark: _Toc485305170][bookmark: _Toc485305289][bookmark: _Toc485305727][bookmark: _Toc485384530][bookmark: _Toc485385704][bookmark: _Toc485400121]In LTE, it is observed short transmission delay in RAN clearly improves the TCP slow start performance.
In the discussion below, we have assumed that there is no capacity bottleneck in the transport network, and the peak data rate depends on the air interface. Assuming that the delay of the transport network is fixed, the transmission delay in RAN will determine the TCP round trip time variation and further impact the TCP slow start. Due to the much larger maximum carrier bandwidth in NR than that in LTE, the peak rate of an NR carrier can be much larger than that of LTE. Slow start performance can be even more important for NR compared to LTE. In order to study the TCP slow start performance in case of extremely high peak data rate in air interface in NR, some simulations have been run with TCP cubic hybrid slow start and the cubic congestion control and different transmission delay settings in air interface. TCP cubic hybrid slow start has a quick exponential rate increase of the congestion window at the start and switches to linear rate increase later. In the simulations, it is assumed that there is not capacity bottleneck in the transport network and that the delay of the transport network is fixed to be zero, i.e. the transmission delay in RAN will determine the TCP round trip time variation and further impact the TCP slow start.
Assuming that the carrier bandwidth is 100 MHz and dual-stream (MIMO) transmission is applied, the maximum transport block size is 376880 bits assuming 100 MHz carrier bandwidth and a 0.5-ms subframe length with 7 OFDM symbols. Other parameter settings are placed in Table 2 in Section 5.1 for reference. In the tables below, we show relative results for two cases: HARQ RTT = 4 and 8 TTIs respectively. A single active user is served in the simulated scenario. The required time for file downloading in different cases are summarized in Table 1. The download times has been normalized to the download time of the case when "HARQ RTT = 2". The detailed user throughput performances for different cases are presented in Section 5.2 for reference. According to the discussion above, one can conclude that the HARQ RTT impacts the required time for both small file and large file downloading in all simulated cases.
[bookmark: _Ref457569991]Table 1:  The normalized time for file downloading with respect to case ‘HARQ RTT = 2’
	File size
	Normalized download time 

	
	HARQ RTT = 4
	HARQ RTT = 8

	2 MByte
	1.26
	2.08

	20 MByte
	1.26
	2.04

	200 MByte
	1.08
	2.0



[bookmark: _Toc484180281][bookmark: _Toc484435471][bookmark: _Toc484436725][bookmark: _Toc484436760][bookmark: _Toc484436863][bookmark: _Toc484436909][bookmark: _Toc484436971][bookmark: _Toc484437045][bookmark: _Toc484437168][bookmark: _Toc484437222][bookmark: _Toc485284427][bookmark: _Toc485284488][bookmark: _Toc485284510][bookmark: _Toc485284745][bookmark: _Toc485284777][bookmark: _Toc485284797][bookmark: _Toc485284810][bookmark: _Toc485284857][bookmark: _Toc485284870][bookmark: _Toc485284897][bookmark: _Toc485284910][bookmark: _Toc485285217][bookmark: _Toc485305171][bookmark: _Toc485305290][bookmark: _Toc485305728][bookmark: _Toc485384531][bookmark: _Toc485385705][bookmark: _Toc485400122]For NR, shortened HARQ RTT clearly reduces the required time for file transmission.

Shorter required time for file downloading means higher user-experienced throughput. Short HARQ RTT can clearly reduce the download time of files with small to medium size. The higher the peak data rate in radio interface is, the larger gain can be expected from HARQ RTT reduction. To benefit from the huge capacity in air interface, we propose:
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Considering the large capacity in the radio interface, the total time for downloading a relatively large file is clearly shorter with smaller HARQ RTT according to the simulation results in Section 5.2 (Figure 1 and Figure 2) and observations from LTE (Figure 3). According to the ongoing discussions in RAN1, the exact value of K0, K1 and K2 will directly contribute to the HARQ RTT. The lower bound of these parameters will determine the minimum user plane latency that can be achieved in NR. However, for these parameters, which ones should be specified and the range of the specified ones are handled in RAN1. It is meaningful to information RAN1 on how HARQ RTT impact the system and UE performances:
[bookmark: _Toc484436318][bookmark: _Toc484436596][bookmark: _Toc484436790][bookmark: _Toc484438034][bookmark: _Toc484438044][bookmark: _Toc485305173][bookmark: _Toc485383797][bookmark: _Toc485385707][bookmark: _Toc485400124]RAN2 send a LS to RAN1 to indicate that minimization of HARQ RTT should be considered at discussing HARQ delay parameters (i.e. K0, K1 and K2).
Conclusion
In Section 2 we made the following observations:
Observation 1	Extremely short latency is one key objective for NR.
Observation 2	The UP latency is flexible in NR depending on the HARQ delay parameters (i.e. K0, K1 and K2) being discussed in RAN1.
Observation 3	For future network, extremely short (e.g. <1 ms) transport delay can be expected.
Observation 4	For NR, the HARQ RTT varies from below 1 ms to several ms depending on the TTI length and the HARQ delay parameters.
Observation 5	With advanced transport network, the transmission delay in RAN may become a bottleneck of end to end transmission delay.
Observation 6	In LTE, it is observed short transmission delay in RAN clearly improves the TCP slow start performance.
Observation 7	For NR, shortened HARQ RTT clearly reduces the required time for file transmission.

Based on the discussion in Section 3 we propose the following:
Proposal 1	Extremely short HARQ RTT should be supported.
Proposal 2	RAN2 send a LS to RAN1 to indicate that minimization of HARQ RTT should be considered at discussing HARQ delay parameters (i.e. K0, K1 and K2).
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Appendix
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[bookmark: _Ref485377674]Table 2 Simulation assumptions
	TCP
	Slow start scheme
	Hybrid slow start

	
	Congestion control scheme
	Cubic congestion control

	RAN error model
	Maximum MAC transmission attempts
	4

	
	BLEP corresponding to 4 transmission attempts
	[0.1, 0.033, 0.01, 0.001]

	
	HARQ Nack to Ack error ratio
	0.001

	RLC configuration
	RLC mode
	Acknowledge mode

	
	Maximum number of RLC retransmissions
	8

	Transport network model
	No error model (i.e. error free) for all cases;
No transport network capacity;

	Carrier bandwidth
	100 MHz

	TTI length
	0.5 ms

	Transport block size
	376880 bits



[bookmark: _Ref458497596]Detailed simulation results
 

[bookmark: _Ref484182554] Figure 1: 20-MByte file download 
  

[bookmark: _Ref484182556]Figure 2: 200-Mbyte file download

[bookmark: _Ref484419738]Figure 3 (Figure 9.1.3-1 from [1]) Simulated download delay, speed and relative gain in speed and delay (y-axes) for different file sizes (x-axis) and percentages of UL and DL latency reduction techniques
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