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1 Introduction

After RAN2#98 a LS is sent to SA3 [1] to confirm the following working assumption:

Agreement from RAN2#98 [2]:

Working assumption (SCG integrity protection failure case is to be confirmed after SA3 response) : At SCG failure (all cases) only the SCG part of MCG/SCG split bearers should be suspended. (Already agreed for the SCG bearer and the SCG SRB)

Agreements from RAN2#97Bis [3]:

1: In LTE-NR DC, following SgNB failure cases need to be supported:

-
SgNB RLF;

-
SgNB change failure;

-
exceeding the maximum uplink transmission timing difference (if EN-DC supports the synchronised operation case which is RAN1 decision);

-
SgNB configuration failure (only for message on SCG SRB);

-
SgNB RRC integrity check failure;
2: In LTE-NR DC, the UE shall report the SCGFailureInformation to the MeNB instead of triggering the reestablishment upon SgNB failure.

3: 
Upon SgNB failures, UE shall:

-
Suspend all SCG DRBs and suspend SCG transmission for MCG split DRBs, and SCG split DRBs;

-
Suspend direct SCG SRB and SCG transmission for MCG split SRB;

-
Reset SCG-MAC;

-
send the SCGFailureInformation message to the MeNB with corresponding cause values.

During the email discussion for the LS, not only the integrity check failure for SCG SRB but also DRB was discussed. However, there was no common understanding on how to handle scenarios involving DRBs. In this contribution we provide our view on the scenarios and the situations when integrity check failure occurs and discuss whether it imposes any new UE requirements.
2 Discussion

2.1 Scenarios for Integrity Check Failure
It is assumed no integrity protection and ciphering for Signaling Radio Bearer 0 (SRB0) i.e. conform to LTE. This means the PDCP entity is by-passed for SRB0. Once security is activated, all RRC messages on SRB1 and SRB2 are integrity protected and ciphered by PDCP entity. For a UE configured with dual connectivity for LTE and NR interworking (EN-DC), all RRC messages from the MN, regardless of the SRB used and both in downlink and uplink, are sent by the MN on the MCG SRB. For robustness the MCG SRB can be reconfigured as MCG Split SRB. If SCG SRB is configured then RRC messages from the SN both in downlink and uplink for reconfiguration are sent by the SN on the SCG SRB. In EN-DC if SCG SRB is configured then it is integrity protected and ciphered. Based on the interim agreement captured in SA3 TR 33.899, support for UP integrity protection is mandatory but enabling/disabling is under network control. If integrity protection for DRBs is enabled we foresee the following scenarios for integrity check failure as shown in Table 1.

Table 1
	Sr. No
	Integrity check failure scenarios
	Status/Remarks

	1
	   Integrity check failure on MCG SRB
	No agreement yet but assume RRC re-establishment

	2
	   Integrity check failure on SCG SRB
	SgNB Failure declaration, LS sent to SA3 [1]

	3
	    Integrity check failure on MCG split SRB
	No agreement yet

	4
	    Integrity check failure on MCG DRB
	No agreement yet

	5
	    Integrity check failure on SCG DRB
	No agreement yet

	6
	    Integrity check failure on MCG split DRB
	No agreement yet

	7
	    Integrity check failure on SCG split DRB
	No agreement yet

	8
	    Integrity check failure on unified split DRB
	7 and 8 get merged if unified Split bearer is specified


 
Scenario 1: Integrity check failure on MCG SRB i.e. SRB1 or SRB2

UE may at PDCP layer detect integrity check failure for RRC messages transmitted on MCG SRB based on wrong or incorrect or missing message authentication code (MAC-I). Integrity check is failed (or not successful) if the received MAC-I in the PDCP PDU does not match with the generated MAC-I. When integrity check failure is detected on SRB (i.e. SRB1 or SRB2) from the MN i.e. MCG SRB, then PDCP informs RRC about the failure and RRC initiates the RRC Connection Re-establishment procedure (conform to LTE).
Proposal#1: RRC initiates the RRC Connection Re-establishment procedure if integrity check failure detected on MCG SRB i.e. (SRB1, SRB2). 

Scenario 2: Integrity check failure on SCG SRB i.e. SRB3
This scenario was discussed in previous meeting; if SCG SRB is configured and integrity check failure detected on SCG SRB then UE declares SgNG failure, suspends the bearers established on SN and send failure message to MN. In the context of split DRBs, RAN2 assumed that transmission on the MCG leg of the split DRB can continue for short time after the failure message is sent to MN. LS was sent to SA3 to confirm the RAN2 assumption [1].
Scenario 3: Integrity check failure on MCG Split SRB i.e. SRB1 or SRB2

If MCG Split SRB is configured and if integrity check failure detected, then the simplest option is to re-establish RRC connection. However, in the case of split bearer it is not clear which leg of the split bearer contributed to the failure. 
Observation#1: It is not clear whether the MAC-I failure is due to RLC SDU coming from the MCG leg or the SCG leg of the MCG Split SRB.
If the failure is due to SCG leg then RRC re-establishment seems unnecessary; declaring SgNB failure and taking further UE actions would suffice without impacting the RRC connection. However, this raises the question of imposing a UE requirement to determine which leg of the split bearer contributed to the MAC-I failure.

Observation#2:  A UE requirement is imposed to determine which leg of the split bearer contributed to the MAC-I failure if it is desired not to perform RRC re-establishment in case the failure is due to SCG leg contribution.

Proposal#2: RAN2 to discuss:

a. Whether to adopt the simplest option of RRC connection re-establishment in case of integrity check failure on MCG Split SRB (regardless of leg that contributed to the failure)

b. OR Impose UE requirement to determine which leg contributed to MAC-I failure and take action depending on the affected leg.
Before analyzing the remaining scenarios it would be worthwhile to discuss whether it is required to determine the reason/cause for integrity check failure. The MAC-I failure may be due to context mismatch i.e. key mismatch (this would not only affect the established DRBs but also the SRBs) since all the keys are derived from the root/master key (i.e. KgNB/S-KgNB). In such situation UE RRC can trigger RRC Connection re-establishment procedure for context matching. The MAC-I failure due to context mismatch i.e. HFN mismatch will only affect the established DRB for which the HFN is de-synchronized but other established DRBs and the SRBs are not affected. In such situation one option is that UE keeps discarding the PDCP PDUs, suspend the DRB and inform the gNB to take action to trigger PDCP re-establishment of the affected DRB for context matching. However, if MAC-I failure is not due to context mismatch (i.e. key mismatch or HFN mismatch), but the problem is due to packet injection attack (i.e. man in middle problem). In this case RRC connection re-establishment can be performed but even after RRC connection re-establishment the problem may persist. It can be discussed whether the exact cause contributing to the problem is worth informing to the gNB. For the packet injection problem upon knowing the cause the gNB can release the RRC connection. However, determining the exact cause of the problem imposes additional UE requirements. 
Observation#3: The MAC-I failure may be due to context mismatch (i.e. key mismatch or HFN mismatch) or due to packet injection attack.

Proposal#3: RAN2 to discuss whether:

a. To adopt a simple approach for handling MAC-I failure on DRBs eg, discard PDCP PDUs, suspend DRB and inform the network

b. OR Impose UE requirement to determine the exact reason/cause of MAC-I failure and indicate the exact cause to network so that different actions can be taken.
Scenario 4/5/6/7: Integrity check failure on DRBs
As discussed in previous sections if UE requirement to either determine the cause or to determine the leg which is contributing the problem in case of split DRB is not pursued then the simplest approach is to discard the PDCP PDUs, suspend the DRB (both legs in case of split DRBs) and inform the network of MAC-I failure without giving the exact reason for the problem. With this simple approach it can be assumed smart network has sufficient intelligence to take appropriate action to mitigate the MAC-I problem. 
3 Conclusion

Based on the above, RAN2 is requested to discuss the following proposals:

Observation#1: It is not clear whether the MAC-I failure is due to RLC SDU coming from the MCG leg or the SCG leg of the MCG Split SRB.
Observation#2:  A UE requirement is imposed to determine which leg of the split bearer contributed to the MAC-I failure if it is desired not to perform RRC re-establishment in case the failure is due to SCG leg contribution.

Observation#3: The MAC-I failure may be due to context mismatch (i.e. key mismatch or HFN mismatch) or due to packet injection attack.

Proposal#1: RRC initiates the RRC Connection Re-establishment procedure if integrity check failure detected on MCG SRB i.e. (SRB1, SRB2). 

Proposal#2: RAN2 to discuss:

a. Whether to adopt the simplest option of RRC connection re-establishment in case of integrity check failure on MCG Split SRB (regardless of leg that contributed to the failure)

b. OR Impose UE requirement to determine which leg contributed to MAC-I failure and take action depending on the affected leg.

Proposal#3: RAN2 to discuss whether:

a. To adopt a simple approach for handling MAC-I failure on DRBs eg, discard PDCP PDUs, suspend DRB and inform the network

b. OR Impose UE requirement to determine the exact reason/cause of MAC-I failure and indicate the exact cause to network so that different actions can be taken.
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