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Introduction

In RAN2#97bis the following agreement was made regarding DRX:

Agreements on DRX
-
A MAC entity can be in one DRX state (i.e. single on/off time) at any given time.  FFS if multiple configuration are supported.

-
When MAC entity is awake it monitors “PDCCH” occasion 

-
In NR, a DRX configuration is described by at least the following configuration parameters: an on duration time, an inactivity time, a retransmission time, short DRX cycles, long DRX cycles
In RAN2#98 meeting, the group discussed [1], in which we proposed how to configure multiple DRX configurations and still ensure a single DRX state, as agreed in RAN2 #97bis meeting.  
In this contribution, we first provide additional motivations for supporting multiple DRX configurations in NR, with examples showing they can provide significant power saving in some use cases. We then propose how multiple DRX configurations can be adopted as on option, to accommodate UEs with different capabilities.
1.  Discussion
1.1 Power savings provided by multiple DRX configurations
It is expected that in NR some types of UEs (e.g. smartphones) will support different types of applications (e.g. voice and http-based applications).  Each type of applications may have its own traffic patterns and service requirements.   
Voice applications typically have low data rate, so DRX can be configured for them to save power.  On the other hand, they typically have stringent requirement on latency (e.g. ~10ms).  This latency requirement directly determines how long a UE can sleep between DRX cycles.  For example, if the latency requirement is 10ms, then the idle period between two adjacent on durations should not be longer than 10ms. Because otherwise, data that arrives right after the UE switches to the sleep mode would have to wait longer than 10ms before the UE turns active again, which would make it miss the latency requirement.  
Web or http-based applications typically have elastic data rates and much more relaxed latency requirement (e.g. ~200ms).  And because the traffic of those applications often is driven by users, they tend to have alternating on/off periods of traffic.  DRX hence can be a very useful mechanism to save power for this type of applications.  When configuring DRX for them, one can choose the DRX cycle based on their latency requirements.  For example, if a http GET should not be held for longer than 200ms, then the DRX cycle should not be longer than 200ms.   
The on duration in a DRX configuration is more related to how long a UE should monitor PDCCH occasions after waking up. In the baseline DRX procedure, if there is nothing scheduled by gNB by end of an on duration, UE goes back to sleep mode; otherwise, it stays on for more data.  Because of this design, the on duration in a DRX configuration should be the expected time taken by gNB to schedule the first packet after an on period starts.  And this time should the shortest on duration that UE can have.  For applications sent over different logical channels, gNB may schedule them based on their priorities.  This means that the shortest on duration for different applications can be different, i.e. the lower priority an application has, the longer on duration of its DRX configuration should use.  

The above criteria for selecting DRX parameters apply to a single class of application only.  When multiple applications are mixed together, the question then is how one should choose parameters for a DRX configuration from a set of different service requirements and priorities.  From the above discussion, we can see that
· The idle period in a DRX configuration should be determined by the application with the most stringent latency requirement. For example, if a voice application with latency less than 10ms is mixed with web applications with latency less than 200ms, then the idle period should be less than 10ms, otherwise voice data that arrives during an idle period may miss their latency target.  
· For the on duration, as data that arrives during an idle period can be from any application, the on duration must be selected based on the expected time for gNB to schedule buffered data with the lowest priority. Because otherwise, UE may go back to sleep before the data can be scheduled.
In summary, if Oj and Ij are the on duration and the idle period for application j if it is the only application in the system, and Osingle​ and Isingle are the optimal on duration and idle period if only a single DRX configuration is applied to the mixed traffic, then Osingle = max(Oj) and Isingle = min(Ij).  From this result, one can easily see that the resulting duty cycle, rsingle = Osingle​ /( Osingle + Isingle), can be much higher than that of any individual configurations (i.e. rj = Oj /(Oj​ + Ij), for any j).  On the other hand, in our proposed multiple DRX configuration method, long on durations happen only when low-priority traffic need to be scheduled.  As those traffic typically has long DRX cycles, that helps keep the overall duty cycle low.  In addition, in our method, the start time of on durations in different configurations are aligned [1], so that most part of the overall duty cycle is due to max(rj).  It can be proved mathematically that rsingle ( max(rj). In other words, multiple DRX configurations can result in lower duty cycle than a single DRX configuration.     
An example is given in Figure 1 to show how much the difference can be for a common scenario. There are two applications in this example. If DRX is configured for Application 1 individually, it has a 2ms on duration and 10ms cycle, and the resulting minimum duty cycle ratio is 20%.  If DRX is configured for Application 2 individually, it has an 8ms on duration and 256ms cycle, and the resulting minimum duty cycle ratio is 3%. When these two applications are mixed together but only a single DRX configuration is applied, based on the discussion earlier, we know that the on duration should be max(2ms, 8ms) = 8ms, and the idle period should be min(10ms-2ms, 256-8ms) = 8ms, which results in a minimum duty cycle ratio of 50%.  On the other hand, if we apply the multiple DRX configuration method proposed in [1], it can be derived that the resulting minimum duty cycle ratio is 23%.  This is more than 50% reduction in power consumption than the single DRX configuration approach. 
Observation 1.  If data traffic is made of different types of applications, multiple DRX configurations can save more power than a single DRX configuration.
Figure 1. An example on power consumption by single and multiple DRX configurations
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The basis of multiple DRX configurations can be different in different use cases.  For example, they can be configured on a per-numerology basis, if UE supports mixed numerology and different numerologies transport different types of applications.  Or they can be configured on a per-carrier basis, if different applications are mapped to different carriers.  We will leave this topic for FFS.

1.2 Multiple DRX configuration as an option

We understand that different UEs may have different capabilities and some of them may not be able to support the additional complexity that comes with multiple DRX configurations.  And in some use cases or for some traffic mix (e.g. different applications have similar traffic characteristics and service requirements), multiple DRX configuraitons may not provide hugh power savings. We therefore suppose that multiple DRX configuration can be supported as an option, in the following way:

· On the UE side, a UE can indicate to the network whether it supports multiple DRX configurations;

· On the network side, gNB can decide whether and when to apply multiple DRX configurations to a UE,  based on the UE’s capability and the anticipated saving in its power consumption.

Proposal 1.  Multiple DRX configurations are supported as an option in NR.  The basis of the configuration is FFS. 
Proposal 2.  Network can decide whether to apply multiple DRX configurations to a UE, based on capability of the UE and how much more power the multiple configurations can save.
2. Summary

Based on the above discussions, we recommend RAN2 to discuss the following observations and proposals:

Observation 1.  If data traffic is made of different types of applications, multiple DRX configurations can save more power than a single DRX configuration.
Proposal 1. Multiple DRX configurations are supported as an option in NR.  The basis of the configuration is FFS.

Proposal 2. Network can decide whether to apply multiple DRX configurations to a UE, based on how much power the multiple configurations can save.
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