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1. Introduction
In accordance with the peak data rate requirement, NR is aimed at achieving tens of Gbps in DL and UL (DL: 20 Gbps, UL: 10 Gbps) [1]. From radio protocol viewpoints, Rel-13 LTE can offer the data rate of approximately 30 Gbps due to extending the PDCP SN length to 18 bits and the Length field in the MAC header to 15 bits. Nonetheless, it has not been investigated whether such a high data rate in the order of Gbps can be achieved by the upper layer, e.g. the TCP layer. This paper attempts to highlight a potential hurdle in maximising DL TCP throughput.
2. Discussion
2.1. Potential hurdle stemmed from TCP
Since TCP requires acknowledgements to the sender, DL data download using TCP also consumes UL radio resources to deliver TCP ACKs. A typical IP packet size of a TCP ACK is 52 bytes which consists of 32 bytes of a TCP header with TCP SACK option plus 20 bytes of an IPv4 header. If IPv6 is used, it is enlarged to 72 bytes due to the increased IP header (40 bytes). By comparing with a typical IP packet size of a TCP segment, 1500 bytes, UL data rate required for the target DL data rate can be derived. On the other hand, the TCP receiver side does not issue a TCP ACK for every TCP segment thanks to delayed ACKs. According to RFC 1122, TCP should a delayed ACK but the delay must be less than 500 ms. In a stream of full-sized segments, there should be an ACK for at least every second segment. Typical TCP implementations follow this behaviour. Subsequently, the required UL data rate can be derived as follows:
Required UL data rate = DL peak rate * 52 / (2 * 1500) in case of IPv4








DL peak rate * 72 / (2 * 1500) in case of IPv6
Table 1 shows UL data rate required for achieving the target DL peak rate, i.e 20 Gbps in case of IPv4/v6. Several hundreds of Mbps is required DL 20 Gbps over the radio protocols. Even for DL 5 Gbps, around 100 Mbps is required in UL. From the specification point of view, such the high UL data rate can be supported theoretically. Nevertheless, due to the history of introducing new DL/UL UE categories in LTE that their data rate growth is quite asymmetric, such the high data rate required in UL would be considerable even in the NR era. The following can be observed:
Observation 1:
Several hundreds of Mbps in UL is required for achieving DL 20 Gbps using TCP, which seems considerable even in the NR era.

Table 1:
UL data rate required for achieving DL peak rate

	DL peak rate
	Required UL data rate

	
	IPv4
	IPv6

	5 Gbps
	86.7 Mbps
	120 Mbps

	20 Gbps
	346.7 Mbps
	480 Mbps


Besides the reasoning for achieving higher DL data rate, the UE sometimes faces the bulk of TCP segments which gets stuck at the UE in PDCP/RLC layer. In particular, this happens when the UE in TCP receives the bulk of TCP segments due to the reordering of ARQ/HARQ retransmissions and the UE is not allocated with sufficient UL grants to accommodate all of TCP ACKs in the buffer. Further delayed ACK increases the end-to-end RTT resulting in deteriorating DL throughput in TCP. 
Observation 2:
If the network cannot offer enough data rate and resource in UL to accommodate TCP ACK in the UE buffer, further delayed ACK increases the end-to-end RTT resulting in deteriorating DL throughput in TCP.
2.2. Potential solution
There have been lots of activities for improving the TCP behaviour. One of the notable projects recently is QUIC (Quick UDP Internet Connections), which has already been implemented into some web applications [3]. On the other hand, as can be seen in the past history, it is hardly likely that such the upper layer enhancements will have been widely implemented until NR enters into the market. In that sense, TCP will still be the major transport protocol widely deployed in the network. Thus, it is worthwhile tackling the problem stemmed for the TCP behaviour.
The ACK number field in TCP ACK contains the next sequence number that the sender of TCP ACK expects to receive. It implies that the sender of TCP ACK has successfully received the data until the ACK number minus one. In that case, it is sufficient if the latest TCP ACK is at least delivered to the sender of TCP segments as illustrated in Fig.1.
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Figure 1:

TCP sender behaviour when receiving a TCP ACK

In fact, this approach was proposed in the past meetings [4]. A quantitative gain of reducing TCP ACKs on the air was shown in the past paper, which seems worthwhile studying. Figure 2 shows the simulation results provided in [4]. Both cell level and per user throughput are analysed. “GrantedACK” in the figure shows the results on the mechanism such that only TCP ACKs which fit to the TB size indicated by UL grant are sent and others are discarded. “HighestACK” in the figure shows the results on another approach that only one TCP ACK to the highest TCP data is sent and others are discarded. The results imply that modest reduction, i.e. Granted ACK, helps to improve the cell and user throughput, e.g. 5.1 % of the user throughput increase by reducing 5.0 % of TCP ACKs, while too aggressive reduction, i.e. Highest ACK, deteriorates the cell and user throughput, e.g. 14.2 % of the user throughput decrease by reducing 85.7 % of TCP ACKs. Therefore, some mechanism to control the number of TCP ACKs to be discarded would be needed.
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(a)
Cell throughput in the TCP layer



(b)
User throughput in the TCP layer

Figure 2:

Performance evaluation on reducing TCP ACKs
For instance, the UE in PDCP can consider the latest TCP ACK at least as data available for transmission and discard the other TCP ACKs. The UE can also consider a few of the latest TCP ACKs as data available for transmission and deliver them to the lower layer to address the case where TCP ACK might be lost in the transport network. The network control could also be considered for the UE to decide the number of TCP ACKs considered as data available for transmission.
3. Summary and proposal
This paper highlighted a potential hurdle in maximising DL TCP throughput. The following was observed:
Observation 1:
Several hundreds of Mbps in UL is required for achieving DL 20 Gbps using TCP, which seems considerable even in the NR era.
Observation 2:
If the network cannot offer enough data rate and resource in UL to accommodate TCP ACK in the UE buffer, further delayed ACK increases the end-to-end RTT resulting in deteriorating DL throughput in TCP.

To iron out the observed hurdle, the following is proposed:
Proposal 1:
Respectfully asked to study the mechanism of reducing the number of TCP ACKs sent from the UE on the air.
Proposal 2:
Respectfully asked to study the solution that the UE at least considers the latest TCP ACK(s) as data available for transmission in the PDCP layer and discards the others.
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