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Introduction
The network slicing is one of core concepts for the Next Generation (NG) architecture, enabling multiple independent operations for different scenarios and services on a shared network infrastructure [1]. For slicing support, SA2 and RAN3 have initiated the discussions, and progress have been made on overall architectures and how to select/modify the NG Core Network slice for the UE [2]. RAN principles (selection of RAN part of the slice, resource management/isolation between slices, etc.) have been agreed as well in RAN3 TR [3]. 
Based on those agreements and progress, this contribution intends to discuss the potential RAN2 impacts on slicing in terms of RRC, resource, access control, and mobility managements. 
Discussion
Slice assistance information in RRC for RAN’s NAS routing
SA2 expects RAN to select the appropriate core network control functions for the uplink NAS messages based on the information provided through RRC. In the recent SA#74 interim agreements on Network Slicing [2], it says that 
4.	A UE may access multiple slices simultaneously via a single RAN. In such case, those slices share some control plane functions, e.g. AMF and Network Slice Instance Selection Function. These common functions are collectively identified as CCNF (Common Control Network functions).
The following Figure 1 illustrates the agreed UE, RAN, and CCNF solution in SA for Rel-15. 


Figure 1. UE, RAN, CCNF (here Common CP NF), and NSI (Network Slice Instance) considered in [2]        (Figure 6.1.2-2: UEs assigned to Core part of NSI after Attach)
The information to be provided is the NSSAI (network slice selection assistance information), indicating slice/service types(s) which refer to the expected behaviour in terms of features and services, so that the proper slice(s) can be authorized/selected for the UE. The NSSAI can be one that is already configured in the UE per PLMN (which is termed “Configured NSSAI” and can be changed over-the-air) or one that should be authorized by the network (which is termed “Accepted NSSAI”). In the absence of either Configured or Accepted NSSAI, the UE may provide no NSSAI in RRC and NAS. In this case, the RAN should route the NAS signalling to a default CCNF. 
As in LTE, the temporary ID (such as S-TMSI) is still expected to be transported by RRC so that RAN can route to the serving CCNF as long as it is valid. In SA [2], it was agreed that
e)	After (initial) slice selection, upon successful attachment the UE is provided with a Temp ID that is provided by the UE in RRC during subsequent accesses to enable the RAN to route the NAS message to the appropriate CCNF, as long as the Temp ID is valid. In addition the serving PLMN may return an Accepted NSSAI that the UE stores for the PLMN ID of the serving PLMN. The Accepted NSSAI includes the SM-NSSAI values of the slices the UE is accepted to use by the network.
Also in RAN3 [3], it was agreed that 
[bookmark: OLE_LINK52][bookmark: OLE_LINK51][bookmark: OLE_LINK54][bookmark: OLE_LINK53]-	RAN selection of CN entity: For initial attach, the UE may provide a slice ID. If available, RAN uses this slice ID for routing the initial NAS to an NGC CP function. If the UE does not provide any slice ID the RAN sends the NAS signalling to a default NGC CP function. For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the NGC, to enable the RAN to route the NAS message to the appropriate NGC CP function as long as the Temp ID is valid. Otherwise, the methods for initial attach applies.
Note that the term slice ID in RAN3 is conceptually the same to the NSSAI described in SA2. 
In summary, the RAN’s routing is primarily based on the temporary ID (if valid) and the NSSAI is the secondary. If, for initial access, there will be no valid temporary ID assigned to the UE yet, then RAN is expected to use the UE provided NSSAI (either Configured or Accepted) through RRC for selecting the appropriate CCNF. For the subsequent access, as long as the temporary ID is valid, it will be primarily used for RAN’s routing.
The above does not imply that the UE does not have to provide the NSSAI in RRC if the temporary ID is valid. According to SA2 (in the bullet g below), the TAU request requires the UE to include both a complete temporary ID and the Accepted NSSAI in RRC.
f)	For a "Service Request" the UE is registered/updated and has a valid temp ID, which is sufficient in the RAN to route the request to the serving Common CP NF. It is assumed that the slice configuration doesn't change within the UE's registration areas.
g)	For enabling routing of a TA update request the UE includes always Accepted NSSAI and a complete Temp ID in RRC. If the RAN is aware of and can reach the CCNF which is associated with the Temp ID, then RAN forwards the request to the CCNF. Otherwise, RAN selects a suitable CCNF based on the Accepted NSSAI and forwards the request to the selected CCNF. If the RAN is not able to select a CCNF based on the Accepted NSSAI, then the request is sent to a default CCNF.
Observation 1: For CN selection with slicing, the NSSAI (either Configured or Accepted) may need to be contained in the RRC message along with the temporary ID for RAN’s NAS routing purpose of TA update messages. For Service Request, UE only needs to include the temporary ID.  
This is similar to the S-TMSI provided in msg 3 for Service Request and MME id provided in msg 5 for TAU. Note that in NR the complete Temp ID (not MME id) needs to be provided for TAU according to SA2.
Proposal 1: During RRC Connection Establishment procedure the UE must be able to provide the RAN with (NAS) Temp ID and NSSAI.
RAN resource management
RAN3 TR [3] also captures the following principles (omitted the Editor’s notes for brevity): 
-	RAN awareness of slices: RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
-	Resource management between slices: RAN shall support policy enforcement between slices as per service level agreements (SLA). It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice. 
-	Resource isolation between slices: RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice. 
-	Support of QoS: RAN shall support QoS differentiation within a slice. 
The key message is that RAN should be aware of the slices supported and meet the SLA of each supported slice and guarantee the independence (resource isolation/protection in-between slices) when managing radio resources. In LTE, all UEs within a cell share the same resources with different service handling by QoS. Namely, different services are multiplexed within common resources but prioritized based on QoS class indicators. When it comes to NR with slicing, QoS prioritization/differentiation happens within a slice, and the policy will be separately enforced per slice, as per SLA (service level agreement). It becomes important that the independent/separate management between slices has to be guaranteed. Such inter-slice independence has to be maintained in RAN radio resources as well.
Observation 2: Network slicing poses additional restrictions for RAN to guarantee the inter-slice independence in radio resource management as per slice-specific SLA.
There can be many different ways in realizing such inter-slice independent resource management. For example, the physical radio resources of a TRP (transmission reception point) or a cell within a gNB can be partitioned in a fixed or semi-static way, guaranteeing the dedicated resource for each slice. This may simplify the signalling overhead and processing requirement in UE as it can monitor only the slice-specific control resources of its interest. However, this may result in inefficient usage of physical radio resources in unbalanced load situations or due to burst traffic nature. On the other hand, dynamic management may need UEs to read all the control resources with the gain of the efficient resource utilization. In RAN2 perspective, there is a trade-off in terms of signalling/processing overhead and resource utilizations.
Observation 3: Depending on how to manage radio resources between slices with independence guarantee, there is a trade-off in signalling/processing overhead and resource utilization.
As per SLA, the service requirement of each slice type with respect to RAN, such as throughput, latency, etc., can significantly differ. Moreover, the current NR framework incorporates different physical numerologies spanning over various carrier frequencies. Although RAN1 is progressing to standardize necessary numerologies, this does not mean that all gNBs deployed will support the same physical radio resources. Overall, depending on L1 antennas, power, numerologies, L2 configurations, fronthaul/backhaul transport, etc., the network slice types that can be supported by RAN can differ e.g. per each cell. For example, a cell with long backhaul latency may not be able to support the URLLC slice type. 
Observation 4: The slice types that can be supported by RAN can significantly differ e.g. per each cell.

Proposal 2: Resource management between supported slices, in order to meet slice-specific SLA, is left to RAN implementation.
Access Control
RAN3 TR [3] also captures as follows:
-	Slice Availability: The RAN and the CN are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices. 
In LTE, Access class barring (ACB) mechanism has been standardized to selectively limit the load offered by the UEs under overload conditions. In addition to ACB, many other access control mechanisms have been specified up to Rel-13, e.g. EAB, SSAC, ACDC to address specific use-cases and types of UEs. In NR supporting slices, the load status affects the availability of the supported slices. However, the overload or congestion in one slice should not be a bottleneck for other slices to guarantee the SLA of the supported slice. For that, the access control can be a good candidate to guarantee the SLA of the supported slices. Currently, the NR access control is considered from diverse aspects [4]. One way can be by broadcasting the slice availability information (out of the supported slices in RAN) through SI (system information). Or, the RACH preamble or resources can be differentiated for the slice-specific access control. As analyzed in [5], for such RACH access control, UE will need to know which slice it is requesting access for and the relevant SI may need to be acquired. The dedicated signalling can be considered as well. 

Proposal 3: Slice specific access control is supported. Details can be discussed during WI phase.
As discussed, the available slice types can differ by physical radio resource, load situation, RRM, etc. It is expected that the slice types that can be supported may differ per each cell, even per each TRP within a NR cell. Does this mean that we should consider the slice-specific access control differently in each TRP? In LTE, the access control such as ACB is realized through a SIB broadcast periodically or in a scheduled way. And the minimum network node level that provides the same system information is cell. In NR, the TRP-level granularity may not be desirable as it may significantly increase the slice-related SI to be broadcasted, the UE processing overhead or acquisition delay.

Proposal 4: Slice specific access control information is provided per cell. 
Mobility management
The following has been also captured in RAN3 TR [3]:
-	Slice Availability: Some slices may be available only in part of the network. Awareness in a gNB of the slices supported in the cells of its neighbouring gNBs may be beneficial for inter-frequency mobility in connected mode. It is FFS if such awareness is also beneficial for intra-frequency mobility. It is assumed that the slice configuration does not change within the UE’s registration area. 
As discussed, each NR cell may support different slice types depending on various situations. For example, a slice type that UE is requesting access to may not be supported at all. The possibility of such slice unavailability may affect both the connected and idle mode mobility. 
2.3.1	Idle mode mobility
If the selected NR cell (by cell selection/reselection procedure) cannot support the slice type that UE is requesting to, then the UE may be rejected by the network. In order to avoid such waste of resources, the slice availability of the neighbouring cells can be considered as well. But the idle mode mobility is UE-based, and thus the UE should know such information for cell selection/reselection purpose. For that, the SIB broadcasting, dedicated RAN-UE signalling, or  redirection by RAN can be considered for potential solutions as analyzed in [6].
On the other hand, there is a concern in [7] that the slice-based cell selection/reselection may lead the UE not to choose the best cell from a radio performance point of view, causing more interference and degrading spectral efficiency and overall system performance. Moreover, the SIB(s) for cell selection/reselection parameters are essential for the network to control the initial access of the unknown UEs camped on. It may need to be broadcasted periodically as part of minimum SI in NR [8]. If we use slice availability information for slice-specific cell selection/reselection purpose, the size of such essential SIB(s) should be concerned for forward compatibility since the NR system may demand smaller SIB size due to beam sweeping nature and the slice/service types are expected to be further differentiated in future.
Observation 5: For the idle mode mobility, benefits of using slice availability information are not clear, need more study.
2.3.1	Connected mode mobility
The mobility in connected mode is decided by the network based on the UE’s measurement report. In order for the network to know whether the UE’s currently served slices can be supported/available in the neighbouring cells before deciding the target, there are two options.
-	Option 1 (NR measurement reporting includes slice availability broadcasted): The NR measurement reporting may include slice availabilities of neighbor cells broadcasted. The advantage of this option is that the source cell does not have to communicate with the neighbors (potential target) regarding whether the UE’s currently served slices can be supported/available. The disadvantage is that it may increase the measurement reporting size and the UE processing overhead or acquisition delay.
-	Option 2 (NR measurement reporting without slice availability information): The advantage of this option is that it does not require the slice availability information broadcasting. One disadvantage may be that once the source receives the NR measurement reporting, it needs to know whether the UE’s currently served slices can be supported/available in the potential target or not. 
Considering that the beam-based operation (and thus measurement) is the baseline in RAN1/RAN2 (where potentially the large number of beams or slices can be used in the future), increasing the measurement reporting size and the UE processing overhead or acquisition delay may not be desirable.
Note that Option 1 is unnecessary for intra-gNB handover. A single gNB controls all cells and TRPs within, and thus it will know all the slice availabilities in its cells and TRPs that it controls. Including the slice availability information inside the measurement reporting would not be required for the support of intra-gNB mobility.
For inter-gNB handover, the slice availability needs to be communicated through the Xn interface between different gNBs. It may be resolved as part of the HO preparation or may rely on network configuration that enables a gNB to know which slices are supported/available in the neighboring gNBs. If Option 2 is used, then there may have no radio interface impacts. 
Observation 6: For the connected mode mobility, NR measurement reporting does not need to include the slice availability information for intra-gNB handover. For inter-gNB handover, the slice availability may need to be communicated between neighbouring gNBs and no radio interface impacts foreseen in that case.   
Proposal 5: For connected mode mobility, slice availability in the target cell may be considered as part of handover decision but no radio interface support is required to support this (i.e. no slice related information provided in measurement reporting). FFS whether slice availability needs to be considered for idle mode mobility. 
Conclusion
Based on the above discussions, we have made the following observations and proposals. 
Observation 1: For CN selection with slicing, the NSSAI (either Configured or Accepted) may need to be contained in the RRC message along with the temporary ID for RAN’s NAS routing purpose of TA update messages. For Service Request, UE only needs to include the temporary ID.  
Observation 2: Network slicing poses additional restrictions for RAN to guarantee the inter-slice independence in radio resource management as per slice-specific SLA.
Observation 3: Depending on how to manage radio resources between slices with independence guarantee, there is a trade-off in signalling/processing overhead and resource utilization.
Observation 4: The slice types that can be supported by RAN can significantly differ e.g. per each cell.
Observation 5: For the idle mode mobility, benefits of using slice availability information are not clear, need more study.
Observation 6: For the connected mode mobility, NR measurement reporting does not need to include the slice availability information for intra-gNB handover. For inter-gNB handover, the slice availability may need to be communicated between neighbouring gNBs and no radio interface impacts foreseen in that case.   
Proposal 1: During RRC Connection Establishment procedure the UE must be able to provide the RAN with (NAS) Temp ID and NSSAI.
Proposal 2: Resource management between supported slices, in order to meet slice-specific SLA, is left to RAN implementation.
Proposal 3: Slice specific access control is supported. Details can be discussed during WI phase.
Proposal 4: Slice specific access control information is provided per cell. 
Proposal 5: For connected mode mobility, slice availability in the target cell may be considered as part of handover decision but no radio interface support is required to support this (i.e. no slice related information provided in measurement reporting). FFS whether slice availability needs to be considered for idle mode mobility. 
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