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1 Introduction
In RAN2#96, it was agreed as a working assumption that NR user plane will not support concatenation in the RLC layer. Instead, the concatenation functionality will be performed at the MAC layer as described in [1]. In this contribution, we discuss the implications of moving concatenation completely to the MAC layer, and propose some enhancements to the NR user plane protocol model for low L1 data rate scenarios.
2 Discussion
The NR UP protocol stack is expected to accommodate a wide range of L1 data rates to support different usage scenarios such as eMBB, and mMTC. At high data rates (e.g., several tens or hundreds of Mbps), protocol overhead forms a tiny part of the total data transmitted and received. For such scenarios, optimizing the protocol overhead brings only marginal gains. However, for low data rates (e.g., VoIP or MTC scenarios), protocol overhead can be significant. For example, Table 1 compares the protocol overhead in LTE and NR (based on the working assumption of concatenation in MAC) for VoIP under different coverage conditions. For both LTE and NR, the table assumes that the VoIP data packet to compressed to 35 bytes. The protocol overhead comprises of 1 byte overhead each at RLC (for 5 bit RLC SN) and PDCP (short PDCP SN), and 2 bytes of overhead at MAC, for a total of 4 bytes of protocol overhead. When the MAC PDU consists of multiple VoIP packets, LTE overhead performance is better because the multiple VoIP packets share the RLC and MAC overhead.

	
	Excellent coverage
3 VoIP packets per MAC PDU
	Good coverage
2 VoIP packets per MAC PDU
	Bad coverage
1 VoIP packet per MAC PDU

	LTE

	3.7%
	5.4%

	10.3%

	NR

	10.3%
	10.3%
	10.3%



[bookmark: _Ref468702299]Table 1:  Protocol overhead for VoIP
Apart from VoIP, there are several scenarios involving low rate data traffic carrying small-sized data packets. For example, during the Release 11 study on enhancements for diverse data applications (eDDA) [3], the following traffic scenarios were considered, as shown in Table 2. An analysis of the trace CDF of packet size provided by several companies reveals that for light traffic (traffic scenarios labelled A, B, C, and D), a significant fraction of UL and DL traffic (ranging from 50% to 95%) consisted of packets of size between 40 and 100 bytes. 

	Label
	Traffic Scenario
	Description

	Top priority

	A
	Background Traffic
	Traffic from an unattended phone with applications not in “active phase” (i.e. not including email retrieval, no IM sending etc…)

	B
	IM
	Instant Messaging.  Includes IM background traffic.

	Non-top-priority

	C
	Gaming
	Use of on-line interactive games

	D
	Interactive Content Pull
	User-interactive web browsing, online maps, social network browsing, application store / music store browsing and other similar content pull by the user

	E
	HTTP Video Streaming
	Segment-oriented transfer of video media



[bookmark: _Ref469502237]Table 2: Traffic scenarios (Table 4.2-1 of [3])

For a general analysis of the impact of concatenation on protocol overhead, Figure 1 shows the protocol overhead for NR, with and without PDCP concatenation, for PDCP SDU sizes of 25 bytes and 50 bytes, and for different levels of concatenation. For a PDCP SDU size of 25 bytes, the overhead without PDCP concatenation is around 14%, which can be reduced by PDCP concatenation to as low as 6% (3.1%). Similarly, for a PDCP SDU size of 50 bytes, the overhead without PDCP concatenation is about 7.4% whereas with PDCP concatenation, it can be made as low as 3.1%. We observe that protocol overhead with NR is quite large, and compares unfavourably with LTE when it is possible to pack multiple PDCP SDUs in the same MAC PDU. 

	PDCP SDU size (bytes)
	Overhead with no PDCP concatenation
	Overhead with 2 PDCP SDUs concatenated
	Overhead with 5 PDCP SDUs concatenated

	25

	13.8%
	9.1%
	6.0%

	50
	7.4%
	4.8%
	3.1%



Table 3: Comparison of protocol overhead for different concatenation levels
Observation 1: For low L1 data rates, the proposed NR concatenation scheme can significantly underperform in terms of protocol overhead with respect to LTE.
In the sequel, we discuss a potential mechanism to address the inefficiency of not allowing concatenation at RLC layer.
2.1 PDCP Concatenation
Based on online discussion in RAN2#96 meeting, it appears that most companies do not desire supporting multiple options for the NR UP protocol stack. However, choosing an NR protocol architecture that does not allow concatenation at RLC layer, while desirable at high data rates incurs more overhead than LTE in low data rate scenarios. A potential solution that reduces protocol overhead without needing concatenation at the RLC layer would be to introduce concatenation at the PDCP layer as shown in Figure 1 and Figure 2.

[image: ]
[bookmark: _Ref468886668]Figure 1: PDCP concatenation
[image: ]
[bookmark: _Ref469500077]Figure 2: A high level overview of PDCP with concatenation
An immediate implication of PDCP layer concatenation is that a single PDCP PDU may contain multiple IP packets and the PDCP receiver needs to split the PDCP PDU to recover individual IP packets that are to be sent to higher layers. Since IP headers contain the length field, in theory at least, the PDCP receiver should be able to identify the boundaries of individual IP packets without the need for additional protocol header fields. When ROHC is configured, the PDCP receiver will need to de-compress the first IP packet in the PDCP PDU (to detect its length) before processing subsequent IP packets packed in the same PDCP PDU. Since PDCP concatenation is only expected to be used for low data rates scenarios, we do not expect the additional receive processing for de-multiplexing IP packets to be problematic. Note also that for many low L1 data scenarios, ROHC may not be configured.
We observe that since PDCP concatenation is invisible to both higher and lower layers, it complements the proposed placement of concatenation functionality in NR. Based on the above discussion, we believe that PDCP concatenation is a feasible mechanism for reducing protocol overhead in low data rate scenarios.
Proposal 1: PDCP concatenation is supported for low data rate scenarios.

The details of how PDCP concatenation is configured, which entity (UE or gNB) is responsible for activating PDCP concatenation etc. need to discussed further, but can be postponed to the WI phase.

Proposal 2: If Proposal 1 is agreeable, then the details of PDCP concatenation can be decided during the WI phase.
3 Conclusions
In this contribution, we discussed the implication of moving concatenation completely to the MAC layer for low L1 data scenarios, and proposed PDCP concatenation as a potential mechanism. Our observations and proposals are summarized below.
Observation 1: For low L1 data rates, the proposed NR concatenation scheme can significantly underperform in terms of protocol overhead with respect to LTE.
Proposal 1: PDCP concatenation is supported for low data rate scenarios.

Proposal 2: If Proposal 1 is agreeable, then the details of PDCP concatenation can be decided during the WI phase.
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