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1
Introduction
In the RAN3 TR, the key principle on resource management between slices and its solution are described as follows [1]. 
Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

To enable differentiated handling of traffic for network slices with different SLA:
-
RAN is configured with a set of different configurations for different network slices;
-
To select the appropriate configuration for the traffic for each network slice, RAN receives a slice ID indicating which of the configurations applies for this specific network slice.
RAN3 also agreed resource isolation between slices as follows. 
Resource isolation between slices
-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice

When assigned dedicated radio resource the slice may be isolated and configured by RAN with one or more of below items:

-
Time/frequency/code resources etc;

-
Access channel;

Editor’s note: It is up to RAN1/RAN2 to decide how to partition access channel e.g. in frequency, time and preamble.

-
Independent Access control, Load control, QOS etc.

Logically, slices may be isolated in terms of DRBs. 

In this document, we discuss several RRM related issues including the RAN part of slice, RRM policies and congestion control when RAN supports multiple network slices simultaneously. 
2
Discussion
A network slice is defined as a network created by the operator customized to provide an optimized solution for a specific market scenario which demands specific requirements with end-to-end scope [1]. Each slice could be operated logically independently, which allows the independent and customized management and operation. 
2.1 
RAN Part of Network Slice Instance
A network slice is a complete logical network (providing Telecommunication Services and Network Capabilities) including AN and CN. Network slice is a concept describing a system behaviour, and it is implemented via network slice instance(s). [2]. RAN part of a network slice instance, or RAN instance for short in this paper, is a combination of L1 resource component, L2 configuration/functions, and RAN infrastructure, to address the needs of specific services and requirements. 
In order to support network slice-specific requirements, RAN should employ the best RRM to each RAN instance. It is RAN’s task to set the appropriate configuration for each network slice. Thus RAN should provide proper L1 radio resource, and L2 configurations together to fulfil the slice requirements. Further, L3 configurations in terms of mobility measurement are also required. Hence, RAN parts of different network slice instances could be expressed as different forms under different slice requirements, e.g. numerology/TTI duration, L2 configurations and L3 configurations. The detailed configurations would be based on the corresponding RRM policies. UE should be configured accordingly to perform connection to these RAN parts of network slice instances. 
Proposal 1: UE should be able to act on proper configurations of RAN parts of network slice instances. 
2.2  RRM policies
It is expected for RAN to fulfil the slice specific requirements and features following the RRM related principles agreed in RAN3 TR.
· RAN shall support policy enforcement between slices as per service level agreements 
· RAN shall support QoS differentiation within a slice;
· RAN shall support resource isolation between slices;
As agreed in RAN3 that “RAN is configured with a set of different configurations for different network slices ”, RAN could apply its best RRM policies and congestion control solutions to meet the slice-specific configurations. 
Proposal 2: UE should be able to follow RRM policy and congestion control of specific RAN instance configurations. 
Generally, there are two kinds of resource multiplexing approaches to support multiple RAN instances within a single cell: dedicated radio resources and shared radio resources. The gNB could use either way or hybrid solution based on the specific slice requirements. 
2.1.1. Dedicated radio resources 
In this case, the fully dedicated radio resources are allocated to a certain RAN instance. This kind of resource isolation could avoid one slice affecting another slice, and could be used under many specific scenarios. For example, a slice dedicated for public safety would require dedicated and exclusive resources for RAN treatment. An extreme case is to deploy a single cell to serve an ETWS slice. Under these scenarios, separate MAC entity per RAN instance would be required and independent scheduling is performed per a RAN instance. 
Proposal 3: UE should be able to support separate MAC entity per a RAN instance, when dedicated radio resources are allocated to a RAN instance and scheduled independently. 
2.1.2. Shared radio resources
In this case, a single MAC entity could support multiple slices sharing the radio resources simultaneously. In one such scenario, multiple network slices may differ for their feature and services they support. For example, one slice is used for uRLLC service while another one is for eMBB service, both of which hold completely distinct requirements. The gNB could use two different numerologies/TTIs to support these two slices. Note that it is still possible that the traffics of a slice could be mapped to more numerology/TTI duration. 
When multiple slices deliver services with similar features, a common numerology/TTI duration could be used to support multiple slices simultaneously. It was agreed at last RAN2#96 meeting that “Traffic from different PDU sessions are mapped to different DRBs” [5]. As different slices would be composed of respective PDU sessions, it is natural that traffics from different slices are mapped to different DRBs. 
Proposal 4: Traffics from different PDU sessions of different slices are mapped to different DRBs. 
Proposal 5: UE should be able to support a common MAC entity for multiple RAN instances, when they share common radio resources.

2.3  Congestion control among multiple slices
RAN should ensure that an overloaded slice would not negatively impact other slices, which was discussed in many papers, e.g., [6-8]. Typically the following issues should be studied for congestion control among multiple slices. 
· Access control
In order to minimize the inter-slice impact, the slice-specific access control mechanism could be introduced. Based on the slice-specific access control information, the UE associated with the congested slice may be barred or associated traffic is policed while other UEs could access the network normally. Even when the UE is associated with multiple slices simultaneously, the UE may only initiate the access request to the slice which operates normally. 
· RACH
In order to minimize the inter-slice impact, independent RACH resources, e.g., preamble, time/frequency resources, etc., can be allocated towards difference slices. Note that the independent RACH resources are not always required, e.g., they are not needed unless in congestion situation. In order to ensure this, the slice-specific RACH resources should be aware by the UE. 
Proposal 6: UE should be able to support RAN instance specific access control and RACH resources.
· Admission control
As defined in SA2, the admission control function controls which QoS flows shall be admitted or sacrificed when the radio resources are scarce [8]. 
NOTE 17:
The NextGen/NR architecture supports per QoS flow admission control (priority and pre-emption) based on NextGen QoS parameters associated with the QoS flow in accordance with operator-authorized user and application service priorities. Pre-emption can be subject to national/regional regulatory requirements.
Hence QoS flow level admission control would be supported by the gNB, which is different from the per bearer level in LTE. In order to minimize the negative impact between different slices, per slice per QoS flow admission control should be supported in handover procedure or session/slice establishment procedure. The admission control may take into account the overall resource situation, the QoS-flow requirements, etc. 
Proposal 7: Per slice per QoS flow admission control should be supported during handover procedure or session establishment/revision procedure.
In order for NR UE to acquire slice-specific parameters, the following two options could be further studied. 
· System information:
The information could be provided within the minimum SI or Other SI. For example, the RAN instance specific information could be provided together with the slice ID which is used as slice selection assistance information by UE [1]. This information could be treated as Other SI which could be acquired by the NR UE only when necessary. Also instead of using the slice ID, the ACDC like solution could be further studied. 
· Dedicated signalling

The information could be provided in dedicated signalling as well. For example, for connected UEs the gNB could directly provide related information. Another example is that each time the CN provides updated or accepted NSSAI to the UE, RAN could provide the RAN instance specific information as well. 
Proposal 8: RAN instance specific parameters could be transmitted via system information, dedicated signalling or a combination of both.  
3
Conclusions
This contribution gives our views on the RAN sub-network instance of network slice, and analyzes the support of different RRM policies between network slices, including isolated resources and shared resources. We make the following proposals. 
Proposal 1: UE should be able to act on proper configurations of RAN parts of network slice instances. 
Proposal 2: UE should be able to follow RRM policy and congestion control of specific RAN instance configurations. 
Proposal 3: UE should be able to support separate MAC entity per a RAN instance, when dedicated radio resources are allocated to a RAN instance and scheduled independently. 
Proposal 4: Traffics from different PDU sessions of different slices are mapped to different DRBs.
Proposal 5: UE should be able to support a common MAC entity for multiple RAN instances, when they share common radio resources.

Proposal 6: UE should be able to support RAN instance specific access control and RACH resources. 
Proposal 7: Per slice per QoS flow admission control should be supported during handover procedure or session establishment/revision procedure..
Proposal 8: RAN instance specific parameters could be transmitted via system information, dedicated signalling or a combination of both.  
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