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1. Introduction
Agreements:

In RAN1#88 [1], the following were agreed on beam recovery request
:

Agreements:
· The following mechanisms should be supported in NR:

· The UL transmission to report beam failure can be located in the same time instance as PRACH:

· Resources orthogonal to PRACH resources 

· FFS orthogonal in frequency and/or sequences (not intended to impact PRACH design) 

· FFS channels/signals 

· The UL transmission to report beam failure can be located at a time instance (configurable for a UE) different from PRACH

· Consider the impact of RACH periodicity in configuring the UL signal to report beam failure located in slots outside PRACH

· FFS the signal/channel for the UL transmission
· Additional mechanisms using other channels/signals are not precluded (e.g., SR, UL grant free PUSCH, UL control)

In this contribution we focus on beam recovery procedures in above 6 GHz.
Agreements:

In RAN1#87Adhoc [2], the following were agreed on link failure and/or blockage:

· NR supports that UE can trigger mechanism to recover from beam failure 

· Network explicitly configures to UE with resources for UL transmission of signals for recovery purpose

· Support configurations of resources where the base station is listening from all or partial directions, e.g., random access region

· FFS: Triggering condition of recovery signal (FFS new or existing signals) associated UE behavior of monitoring RS/control channel/data channel

· Support transmission of DL signal for allowing the UE to monitor the beams for identifying new potential beams

· FFS: Transmission of a beam swept control channel is not precluded 

This mechanism(s) should consider tradeoff between performance and DL signaling overhead 


Furthermore, in RAN1#86bis [3], the following were agreed on data and control beams.

Agreements:
· Support using same or different beams on control channel and the corresponding data channel transmissions

· FFS the antenna ports for control channel and the corresponding data channel (e.g., sharing some ports or not)

· Study detailed aspects related to beams/beam pairs indication/reporting involving usage of control and data channels and involving one or more TRPs

In this contribution we focus on beam recovery procedures in above 6 GHz.
2. Beam Recovery 

For communication above 6GHz hybrid beamforming is considered to overcome high pathloss between transmitter and receiver. In such systems, both NB and UE may employ beams for control and data communication. Same or different beams may be used for control channel and corresponding data channel transmissions.   

User movement, angular rotation and blocking causes signal degradation of data and/or control beams. Beam management procedure monitors data and control beams to ensure reliable communication between NB and UE. In certain scenarios, however, the signal quality may degrade rapidly not providing enough window to switch beams that may result in beam failure. 
There are two main cases to handle:

· Data beam failure

· Control beam failure

If data beam fails but control beam is available then the beam management procedure can re-establish the data beam using L1control without unnecessarily triggering the more expensive beam recovery procedure.

Proposal 1: Data beam failure shall be handled by beam management procedure over L1 control. 

On the other hand, if control beam fails then there is no link between NB and UE. Therefore, UE shall trigger beam recovery procedure to re-establish data and control beams.

Proposal 2: Control beam failure shall trigger beam recovery to re-establish control beam(s) and data beam(s) on the serving cell.  

In general, beam recovery procedure has the following components: 

· a mechanism to detect control beam failure, 

· a channel to indicate the new beam(s) to the NB. 

Mechanism to detect control beam failure
In connected mode when the control beam quality of serving NB degrades, UE is supposed to switch control beams within a NB or execute handover to a neighbour NB with better signal quality. However, due to deep fades, a UE may experience control beam failure without being able execute beam switch in time. In such scenarios it is critical for the UE to detect beam failure so that 

· UE can re-establish data and control beams on the serving NB by notifying the beam failure event to the NB;

· UE can potentially avoid unnecessary time consuming radio link failure procedures and/or upper layer call establishment.

In order to detect control beam failure at UE, network configures the UE to monitor reference signal(s). These reference signals should represent quality of control beam. The network may specify which reference signal(s) are quasi co-located with control beam so that the measurements represent the DL performance of control channel (beam). The reference signals may be a subset of NR-SS and/or CSI-RS if configured, which should be decided in RAN1.The measurements of reference signal(s) can be used to determine beam failure. The exact mechanism to trigger beam failure event is FFS. 

Proposal 3: In RRC_CONNECTED, network shall specify or configure reference signal(s) for UE to monitor to detect beam failure. 
In addition to specifying/configuring the reference signals, the network may specify a rule to detect beam failure event. For example, if the beam quality is below a threshold for a certain duration then declare beam failure. The exact mechanism to trigger beam failure event based on the reference signal(s) measurements is FFS. 
When the control beam failure is detected at the UE and if alternative beams belonging to serving cell are available then a beam recovery message may be sent to the serving cell. On the other hand, if beam failure event occurs and alternative beams belonging to serving cell are not available for sending beam recovery message then UE shall initiate radio link failure. The exact mechanism to determine alternative beams is FFS.     
Proposal 4: Radio link failure procedure shall consider beam failure events to trigger RLF. 
Channel to indicate new beams to NB
As per the latest RAN 1 agreement [1] the reporting of beam failure event can be located in the same time instance as PRACH or different from PRACH (configurable per UE). In addition, based on the time alignment timer, there are two cases that needs to be considered for sending beam recovery request: UL synchronized and UL out-of-sync. The determination of UL out-of-sync is FFS. 

Proposal 5: NR shall support beam recovery request when gNB and UE are UL synchronized and gNB and UE are UL out-of-sync.

UL synchronized 

The time alignment (TA) timer specifies the length of time UE is considered uplink time aligned with the TRP. If the TA timer is still valid then UE is UL synchronized. Additional details of sending beam recovery request are discussed in our companion paper [4]
UL out-of-sync 

On the other hand if the UE has not received a Timing Advance Command until the expiry of TA timer then the UE is UL out-of-sync. In LTE, such UEs may still remain RRC CONNECTED, and re-establish UL sync either based on DCI 1A (e.g trigged by DL data) or based on UE L2 notification (e.g. triggered by UL data)
Unlike in LTE, when gNB and UE are UL out-of-sync the gNB would have to broadcast a DCI 1A-type indication in all beam directions, resulting in an expensive DL-triggered UL resynchronization. 
When UL synchronization is lost, such tracking can be assumed to have failed, thus UE transmits random access preamble for contention-based RACH procedure. Upon success of RACH procedure, NB and UE re-establishes communication.

For UL out-of-sync case we have the following proposal for beam recovery request.  

Proposal 6: NR shall support beam recovery request using contention-based RACH when gNB and UE are UL out-of-sync.

3. Conclusion 

In this proposal we discussed triggers for beam failure and provided two types of beam recovery procedures for NR: beam recovery using scheduling request and beam recovery using RACH. The goals are to prevent radio link failure and connection re-establishment that unnecessarily results incurs latency and throughput impact.

The proposals are:
Proposal 1: Data beam failure shall be handled by beam management procedure over L1 control.
Proposal 2: Control beam failure shall trigger beam recovery to re-establish control beam(s) and data beam(s) on the serving cell.
Proposal 3: In RRC_CONNECTED, network shall specify or configure reference signal(s) for UE to monitor to detect beam failure.
Proposal 4: Radio link failure procedure shall consider beam failure events to trigger RLF.

Proposal 5: NR shall support beam recovery request when gNB and UE are UL synchronized and gNB and UE are UL out-of-sync.
Proposal 6: NR shall support beam recovery request using contention-based RACH when gNB and UE are UL out-of-sync.
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