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Abstract: After a discussion of the general architecture requirements, this contribution provides a general view of the new access architecture and the new functionality allowed by central coordination. Are proposed items for further study.
Introduction

The requirements indicated in ‎[1] include:
“-
The RAN architecture shall support tight interworking between the new RAT and LTE.
-
The RAN architecture shall support connectivity through multiple transmission points, either collocated or non-collocated.

-
The RAN architecture shall enable a separation of control plane signalling and user plane data from different sites.

-
The RAN architecture shall support interfaces supporting effective inter-site scheduling coordination.

-
Different options and flexibility for splitting the RAN architecture shall be allowed.

-
The RAN architecture shall allow for C-plane/U-plane separation.

-
The RAN architecture shall allow deployments using Network Function Virtualization.”
We perceive that there are three essential new elements relative to the existent architecture, listed below in their impact order:
· Effective inter-site coordination of scheduling for multiple transmission points, LTE or NR based

· Allowance for C-plane/U-plane separation, LTE or NR.
· Use of NFV technique for LTE or NR including flexibility for splitting the RAN architecture.
Initial architecture view
For illustrating the above three requirements, we present in Figure 1 a simple access network view, derived from the Architecture in TS 36.300, with the following differences:
· The base stations are noted with feNB (further enhanced NB); it can be split according to the NFV approach into a virtualized part and a radio part.

· A new Central Coordination function, having as main scope the scheduling coordination. This function is located at a higher hierarchical level as compared with the local control (i.e. within feNB) of the RRC, PDCP, RLC and MAC sub-layers. 
· A new signalling interface, named C1 (from “coordination”), interacting with the virtualized or traditional base stations.

It should be noted also the existence of the S1 interface with the core network and X2 interface for distributed inter-base station coordination.
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Figure 1: Central Coordinator and the associated C1 signalling interface
Centralized versus distributed coordination
From the RAN3 work in Releases 12 and 13 ‎[3] related to CoMP improvement for small cells with non-ideal backhaul, have resulted a number of limitations of the LTE distributed approach, for example:

1. There is no guarantee that the CoMP Hypothesis will be accepted by the destination

2. It was not possible to define the “Benefit metric”

3. The traffic generated by signalling the RNTP, CSI measurement results or the CoMP Hypothesis uses the uplink backhaul; due to backhaul capacity limitations and delays, the traffic has to be limited in a real backhaul scenario such to transmit a lower number of packets, i.e. to limit the number of base stations in coordination;
4. The number of CSI reports per CSI process per UE was limited to 2 per UE per cell, resulting that only a very low and insufficient number of interference situations can be assessed. For example, if the report is per subband, only two subbands can be covered by CQI reports.
In the centralized coordination approach:

1. There is a clear coordinator entity which, based on measurement results, will decide the behaviour of the transmission points. 

2. The traffic generated in uplink is significantly lower, as the messages are transmitted only to Central Coordinator and not to every interfering base station.
3. The traffic generated in downlink by the central coordinator is higher, but this fits perfect the backhaul asymmetry.

Observation 1: In centralized coordination, as compared with distributed coordination, there is a clear decision regarding the behaviour of each transmission point.
Observation 2: In centralized coordination the uplink inter-base station signalling traffic is significantly reduced.
Proposed architecture
In Figure 2 are detailed the split of the Layer 2 User Plane (UP) from the Control Plane (CP) and the virtualization of the UP and CP functions.
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Figure 2  New RAN architecture
The main entities in this architecture view are:

1. At the bottom of the RAN hierarchy are shown possible units including radio, named Radio-TPs (Transceiver Point), for example:

a. Full control and Layer 2 UP and PHY processing (R-TP3), equivalent to a full base station
b. Partial control and Layer 2 UP processing (R-TP1)
c. No local control and no Layer 2 UP and PHY processing (R-TP2), equivalent to an RRH (Remote Radio Plane).
2. In the middle hierarchical level are shown:

a.  Computing platforms which can execute a part of CP, Layer 2 UP and PHY processing; the processing platform may be part of a base station or a more general computing platform implementing NFV (Network Function Virtualization).

b. A “Special Routing Function” as part of the Computing platform and operating under the control of the Central Coordinator will support the UP traffic routing to the selected R-TP.

3. The Central Coordinator is the upper hierarchical control layer, which interacts with all the other RAN lower-hierarchy control entities and with the MME through the new C1 interface. The Central Coordinator (CCord) may communicate through C1 interface with other CCords, coordinating the scheduling in adjacent geographical areas.
Impact on mobility performance

The Central Coordinator will select the transmitting point towards an UE and will command the Special Routing function to route the traffic for the UP to the selected R-TP.
Assuming that the Central Coordinator and the Computing platform are:

1. Collocated with a base station  or
2. In the geographic area of the R-TPs or
3. At the core network edge, in the conditions that the delay is 1-2ms,
the handover will be executed much faster as compared with the MME and S-GW loop due to the lower incurred delay. 

Even compared with X2-handover, the process will be simpler and faster, as the amount of messages will be lower and the S-GW will not be involved in the coordinated R-TPs area of coverage. 

 It should be studied if the UE has to be aware or not of the handover initiated by the Central Coordinator. If not, it will be created the impression that the network is closely following the UE movement.
Conclusion 1: the proposed architecture has the potential to significantly improve the UE handover performance.
Interactions with the core network

MME perceive the R-TPs controlled by the Central Coordinator as being part of a single base station. This reduces the MME overloading in the future more dense deployments. 

The transceiver point selection is done by the Coordinator and the traffic is routed by the Special Routing function, such that there is less activity on S-GW.
Conclusion 2: The Central Coordinator in transceiver point selection reduces the MME activity.
Conclusion 3: The Special Routing function on the Computing platform reduces the S-GW activity.
Improvements/new functionality

The split between the processing of Layer 2 UP, CP and PHY functions between the R-TPs and the middle hierarchical level can provide for a number of variants. The Layer 2 UP split will be supported by a S2-D new interface.

Given the split of the Layer 2 UP between the computing platform and the R-TP and the new function of Central Coordination and Special Routing function, it will be possible to introduce new functionality / improve the existing functionality in the following areas:
a. Load balancing

b. Mobility
c. Traffic steering
d. Power levels of DL or UL transmissions

e. Time-frequency resource allocations for UE transmission
f. Time-frequency resource allocations for reference signals

g. Coordination of protected resources

h. Operation in Network MIMO transmission modes

i. Operation in multi-connectivity transmission mode

j. Medium access in un-licensed bands

k. Spectrum sub-licensing

l. Inter-operator infrastructure sharing.
Conclusion 4: The presented RAN architecture has the potential of improving and creating new functionalities of the RAN, in line with the requirements in TR 38.813 ‎[1].
Some of these functions require the dynamic change of the transmission point; the “Special Routing Function” operating under the control of the Central Coordinator will support this function.
Conclusion 5: The split of the Level 2 functions together with a Special Routing Function will allow seamless mobility, load balancing and new functionalities including traffic steering and Network MIMO.

Dual connectivity

The Master eNB today provides some functionality of the Central Coordinator, Computing platform and of the Special Routing function.

The split bearer is processed at PDCP level by the Master eNB, is forwarded by the Master eNB to the Slave eNB which executes the remaining Level 2 and PHY functions. The Master eNB can receive reports from the Slave eNB through the X2 interface and execute some Central Coordination functions.

So today the Central Coordinator, Computing platform and the Routing function are located on the Master eNB and have a restricted functionality, additionally limited to the Master area of coverage.

Conclusion 6: The proposed architecture can fall-back to the existing Dual Connectivity.

Topics for study

We consider the central coordination of scheduling and the special routing function between the computing platform and the R-TPs as extremely important features of the proposed architecture, having a tremendous role in improvement of network operation and enabling new functionality.

We propose to study:

1. Further details of the architecture for enabling improved and new RAN functionality;

2. Details of operation of the architecture  functions for improving or creating network functionalities including:

a. Load balancing

b. Mobility
c. Traffic steering
d. Power levels of DL or UL transmissions

e. Time-frequency resource allocations for UE transmission
f. Time-frequency resource allocations for reference signals

g. Coordination of protected resources

h. Operation in Network MIMO transmission modes

i. Operation in multi-connectivity transmission mode

j. Medium access in un-licensed bands

k. Spectrum sub-licensing

l. Inter-operator infrastructure sharing.

Conclusion 7: It is needed to study the details of operation of the architecture  functions for improving or creating network functionalities including the items listed above.
Conclusions
Below are summarized the two Observations and seven Conclusions.
Observation 1: In centralized coordination, as compared with distributed coordination, there is a clear decision regarding the behaviour of each transmission point.

Observation 2: In centralized coordination the uplink inter-base station signalling traffic is significantly reduced.
Conclusion 1: The proposed architecture has the potential to significantly improve the UE handover performance.

Conclusion 2: The Central Coordinator in transceiver point selection reduces the MME activity.

Conclusion 3: The Special Routing function on the Computing platform reduces the S-GW activity.
Conclusion 4: The presented RAN architecture has the potential of improving and creating new functionalities of the RAN, in line with the requirements in TR 38.813 ‎[1].

Conclusion 5: The split of the Level 2 functions together with a Special Routing Function will allow seamless mobility, load balancing and new functionality including traffic steering and Network MIMO.
Conclusion 6: The proposed architecture can fall-back to the existing Dual Connectivity.

Conclusion 7: It is needed to study the details of operation of the architecture  functions for improving or creating network functionalities including the items listed above.
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