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1
Introduction
The performance evaluation of CB-PUSCH in this paper has been contributed to the following email discussion was agreed from last meeting [1]:
[91bis#34][LTE/LATRED] CB-PUSCH (Huawei)

-
Create text proposal to capture the resource efficiency evaluations of existing solutions and CB-PUSCH solutions and gains.  The TP will also capture a summary of the assumptions and how the solution works.

-
Discuss whether a conclusion on the solution itself can be reached

-
Intended outcome: Agreed text proposal and email discussion report on the conclusions for the solution
As requested by the email discussion rapporteur, we submit the results in this contribution to be further discussed in the meeting. We propose to add TP in section 2 to the TR 36.881 [2].
2
TP to TR36.881

9.2.x
Evaluation of CB-PUSCH
In the following section, we evaluate the collision probability and UL delay for CB-PUSCH transmissions. There are two cases: a) evaluation of CB-PUSCH collision rate, in a scenario with CB-PUSCH users only (i.e. in the system there are only the CB-PUSCH users), b) evaluation of CB-PUSCH collision rate, while having in the system both CB-PUSCH only users and dynamically scheduled users. 

Note: In both cases, the re-transmissions are dynamically scheduled on non-CB resources.

A) Evaluation of CB-PUSCH collision rate, in a scenario with only CB-PUSCH users

In this case, there is only one contention based group, to which the users could belong to in case they are using the CB-PUSCH resources. There are up to 6 UEs that could belong to this group, this assumption being based on the DMRS orthogonality achieved by allocating different cyclic shifts to UEs that can be supported by Rel-8.

In the evaluations, we have used UL traffic, with FTP model 3 [4] with static number of UE and packet arrival according to Poisson process, having the file size of 100 B. More parameters are given in Table 1 and Table 2 in Annex A1.X. The evaluation is done for different packet arrival rates (PAR), varying from low PAR 2% up to PAR 30% (i.e. approx. every 3rd TTI there is a file download).

In Figure 9.2.x.1 is shown the collision rate of CB-PUSCH and in Figure 9.2.x.2 is shown the average UL delay. The collision probability refers to collision probability of the transmissions.

	[image: image1.png]Collision probability

°
&

°
&

°
s

S
~

Collision rate of CB-PUSCH

——PAR2%
——PAR5%
PAR10%
PAR15%
PAR 20 %

—PAR30%

3

UEs per CB-PUSCH resource

4

5





Figure 9.2.x.1 Collision rate of CB-PUSCH
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Figure 9.2.x.2 Average UL delay


From the results, we can observe that:

· Only for PAR 2% the collision rate stays below 10%. Increasing the PAR, the collision rate increases up to ~70% in the case of PAR 30%. Of course, having higher number of users per group increases the probability of collisions. 

· From the average UL latency point of view, taking as reference the legacy D-SR UL grant scheme with an average delay of 12.5 ms, we can get better performance in most of the cases i.e. unless there are very many collisions than the legacy D-SR UL grant scheme with an average delay of 12.5 ms, but it always has longer latency than 1ms pre-scheduling/SPS due to the collision.

The trade-off is UL overhead due to CB-PUSCH resources that are reserved even though not always used. Figure 9.2.0.3 shows the trade-off between the UL overhead and latency. The UL overhead here is relative to dynamic scheduling of all transmissions.
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Figure 9.2.x.3 Trade-off between UL overhead and avg. latency

From the results we can observe that:

· With low packet arrival rate, the CB-PUSCH resources are mostly unused, which means large resource overhead and inefficiency.

· With higher packet arrival rate the resource usage is more efficient, while the latency reduction benefit diminishes. 
B)   Evaluation of CB-PUSCH collision rate, in a scenario with CB-PUSCH and dynamically scheduled users

In this case, there are up to four contention-based groups, to which the users could belong to in case they are using the CB-PUSCH resources. Up to 4 UEs could belong to one group.

We have used FTP model 1 [3], with UE arrival according to Poisson process, having the file size of 0.5 MB. More parameters are given in Table 1 and Table 3 in Annex A1.X.

In the evaluations, we used DL traffic, having in UL TCP ACKs. This represents as the ‘best performance’ case traffic for the CB-PUSCH, as increasing the UL traffic the collisions and the delay would only increase even more.
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Figure 9.2.x.4 Collision rate
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Figure 9.2.x.5 Probability of full CB PUSCH groups


From the results we can observe that:

· There is a high impact of the number of CB-groups per TTI: the lower the number of CB-groups, the higher the collision probability (e.g. in case of one CB-group, there is a 60% probability of collision, while with 4 CB-groups the collision probability could reach up to 18%)

· The collision probability depends on the load in the NW (simultaneously active UE/cell) and also number of RB reserved for the CB

· From the  probability that all available CB PUSCH groups are full for different loads and numbers of groups:

· With 5 Mbps of offered DL load the probability of filling even one group of 4 UEs is zero
· Two groups can tolerate up to 15 Mbps offered load without getting full, three groups up to 20 Mbps and four groups up to 25 Mbps

One key point to observe it is the UL delay (E2E delay). In that case, our reference case is legacy D-SR UL grant (with SR periodicity 5 ms). This aspect is plotted for selected cases, corresponding for 10 Mbps and 25 Mbps offered load.
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Figure 9.2.x.6 UL end to end delay for 10 Mbps
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Figure 9.2.x.7 UL end to end delay for 25 Mbps


From the results we can observe that:

· SR-based UL grant gives more predictable delay performance whereas the gains from CB-PUSCH are sensitive to load and number of UEs sharing the same resources. High end of delay distribution is significantly worse for CB-PUSCH, especially in high load.
Annex A1.X Evaluation on CB-PUSCH
The common evaluation assumptions are given in Table 1 below.

Table 1 Common evaluation assumptions

	Parameter
	Assumption

	System bandwidth
	20 MHz

	Duplex mode
	FDD

	Carrier frequency
	2GHz

	Cell layout
	Hexagonal grid, 7 sites, 21 cells per site, with wrap-around

	Inter-site distance
	500m

	UE speed
	3 km/h, quasi-static model

	Antenna configuration
	1x2 MRC

	eNB TX power
	46 dBm

	UE Tx power
	23dBm

	Channel model
	Typical Urban

	Pathloss model
	25.814

	Lognormal shadowing, std. dev.
	8dB

	Penetration loss
	20dB

	HARQ RTT
	8ms 

	SR Period 
	5 ms

	DRX
	OFF

	Maximum number of scheduled users per TTI
	10

	L1 overhead
	20%

	TTI Length 
	14 symbols


The dedicated evaluation assumptions for scenario with only CB PUSCH users are given in Table 2 below.

Table 2 evaluation assumptions for only CB PUSCH users
	Parameter
	Assumption

	Number of UEs
	2, 3, 4, 5, 6 per cell (per CB PUSCH group)

	FTP packet size
	100 bytes 

	Packet arrival rate λ
	FTP model 3 with packet arrival according to Poisson process

	Core network delay
	0ms

	UL Load per macro cell
	Packet arrival rate: 2, 5, 10, 15, 20, 30%

	Delays: CB PUSCH model
	Grant reception: 1ms

UE processing delay: 3 ms

eNB processing delay: 3ms

 Retransmission delay: 8 ms

	CB PUSCH capacity
	Number of groups: 1

Number of RBs per group: 10

Maximum number of UEs per group: 2, 3, 4, 5, 6


The dedicated evaluation assumptions for scenario with CB PUSCH and dynamically scheduled users are given in Table 3 below.

Table 3 evaluation assumptions for CB PUSCH and dynamically scheduled users
	Parameter
	Assumption

	Number of UEs
	According to offered load

	SR to grant
	4ms – scaled down with shorter TTI

	Initial TCP Window
	3 x 1500 Bytes (MSS), RFC 5681, section 3.1

	Initial Ssthresh
	45 x 1500 Bytes (MSS)

	Ssthresh
	Dynamic according to RFC 5681, sections 3.1 and 3.2

	FTP file size
	0.5 MB

	User arrival rate λ
	FTP model 1 with UE arrival according to Poisson process

	Core network delay
	2ms

	DL Load per macro cell
	5, 10, 15, 20, 25, 30 Mbps

	UL Load per macro cell
	TCP acks for the DL traffic above

	Scheduler
	TD: PF, FD: PF

	Delays: SR based UL grant model
	SR to grant reception: 4ms

UE processing delay: 3 ms

Average waiting time for SR: 2.5 ms

	Delays: CB PUSCH model
	Grant reception: 1ms

UE processing delay: 3 ms

Retransmission delay: 8 ms

	CB PUSCH capacity
	Number of groups: 1, 2, 3, 4

Number of RBs per group: 20

Maximum number of UEs per group: 4


3
Conclusion
In this contribution we resubmit the evaluations on CB-PUSCH contributed to the email discussion [91bis#34][LTE/LATRED] CB-PUSCH and propose to add the TP in section 2 into the TR. 

The the following findings were observed from the evalutations:

· Only for PAR 2% the collision rate stays below 10%. Increasing the PAR, the collision rate increases up to ~70% in the case of PAR 30%. Of course, having higher number of users per group increases the probability of collisions. 

· From the average UL latency point of view, taking as reference the legacy D-SR UL grant scheme with an average delay of 12.5 ms, we can get better performance in most of the cases i.e. unless there are very many collisions than the legacy D-SR UL grant scheme with an average delay of 12.5 ms, but it always has longer latency than 1ms pre-scheduling/SPS due to the collision.

· With low packet arrival rate, the CB-PUSCH resources are mostly unused, which means large resource overhead and inefficiency.

· With higher packet arrival rate the resource usage is more efficient, while the latency reduction benefit diminishes. 
· SR-based UL grant gives more predictable delay performance whereas the gains from CB-PUSCH are sensitive to load and number of UEs sharing the same resources. High end of delay distribution is significantly worse for CB-PUSCH, especially in high load. 
Based on these results, it is propose to the following conclusion for CB-PUSCH:
SR-based UL grant and pre-scheduling/SPS give more predictable delay performance whereas the gains from CB-PUSCH are sensitive to load and number of UEs sharing the same resources. CB-PUSCH improves latency compare to SR-based mechanism when the collision rate is low, but it has less resource efficiency because the CB resource is reserved for the UEs mostly unused. CB-PUSCH can improve resource efficiency than pre-scheduling/SPS while it always introduce extra delay when there is collision. Thus it is not clear CB-PUSCH is beneficial in addition to current SR-based scheme and the agreed pre-scheduling/SPS enhancement.
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