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1 Introduction

In this contribution, UL scheduling related issues for dual connectivity are discussed. This area includes topics like triggering of the buffer status report, sending the scheduling request and finally reporting buffer status reports. We also discuss also multiplexing aspects and logical channel prioritization after the UE receives the grant for uplink transmission. Actual modelling of MAC is discussed in [1].
In RAN2#83bis meeting, RAN2 agreed the following with respect to buffer status reporting:

For eNB-specific bearer, UE sends BSR information related to specific bearer towards the eNB for which corresponding bearer belongs to.
In RAN2#85, the following was agreed:

· BSR configuration is independent per MAC entity.
· When BSR triggering condition is met for a cell group, only corresponding MAC entity triggers BSR. FFS for PDCP data arrival in 3C case.
· LCG is defined per MAC entity.
· BS information (of RLC occupancy) is reported only to the corresponding eNB.
· Double scheduling of same PDCP data should be avoided.
2 Discussion

RAN2 agreed on the BSR principle for eNB specific bearers, that is, MCG and SCG bearers. The UL scheduling and buffer status reporting is more challenging with split bearers. In this scenario, the main open questions are: 
· How BSRs are triggered and towards which node are they sent? 
· After BSR, one or two eNBs schedule the UE with the UL grants. The open question is how the UE shall use grants following BSR triggering? 
· When BSR is triggered, where to send SR? 
It is clear that RLC Status reports of each MAC entity should be sent to the corresponding eNB. Also RLC retransmissions should be performed locally in the corresponding eNB, if any. In the RAN2#85 meeting, it was also agreed that buffer status reports due to RLC data is sent to the corresponding eNB. When the UE is granted with the transmission resources, then RLC data should be sent towards the corresponding eNB. In the MAC modelling related paper, we study further how this is realized with two MAC entities [1].
In addition, the consensus in email discussion [82#22] is that SR is triggered in the same MAC entity as the  BSR was triggered. Thus SR is sent towards the corresponding eNB.
Next we discuss BSR reporting for PDCP data. We assume two scenarios, either not supporting UL split or supporting UL split.

2.1 BSR if UL split is not supported

If UL split is not supported, BSR solution is very simple. BSR due to PDCP data is transmitted towards one eNB only. This eNB can be configurable by the network. It can be assumed that in some cases MeNB is preferable to minimize the latency whereas in other cases SeNB is preferable to minimize the path loss between the UE and the base-station.
Proposal 1 If UL bearer split is not introduced, buffer status due to new PDCP data is only reported to one eNB (either MeNB or SeNB) that is configurable by the network.
2.2 BSR if UL split is supported

For the scenario where UL split is supported there are multiple solutions for buffer status reporting:
Alternative 1:  All PDCP data of split bearers is reported to the all eNB 
Alternative 2:
All PDCP data of split bearers is reported to one eNB only. To which eNB to report to can be configured with RRC. 
Alternative 3:
BSR and SR are triggered and sent towards one or two nodes based on some predefined rules
In the first option, it would be left to network implementation and coordination over X2 how to actually the UE is scheduled. However, this solution has some issues: First, coordination adds uplink user plane delay and thus impacts the performance of the system negatively. Second, even scheduling would be coordinated over X2, the network side cannot know if the BSR is triggered due to RLC data or PDCP data. Thus network side cannot know which eNB should schedule the UE. Because of this, the double scheduling cannot be avoided.  
In the second option, the double scheduling problem is avoided as only one eNB is responsible for handling BSRs and SRs. Even in this case, scheduling over the SeNB could be possible if buffer status information is forwarded from the MeNB to the SeNB. This solution is simple but may not always provide optimized UL throughput, as the forwarding of BSR over the backhaul will increase latency. 
In the third option, there are some predefined rules how BSRs and SRs are triggered and transmitted. The rule could be: 
Alternative 3.1:

The UE split bytes in the PDCP buffer and reports part of the bytes to MeNB and the rest of the bytes to the SeNB. Splitting threshold can be fixed and configured by the network. Splitting should be done in granularity of the PDCP PDU.
Alternative 3.2:
 


When the UL buffer exceeds a given threshold, the BSRs are sent to multiple eNBs. Otherwise data is reported to one eNB only. In this case then it is up to network coordination to make sure that double scheduling does not occur. 
The benefit of the first solution is that each eNB sees only part of the data and thus double scheduling should not occur.  On the other hand, when the UL buffer is small, splitting PDCP PDUs is unnecessary. Furthermore, there can be a risk that one eNB schedules the UE faster and if new BSR is not triggered, then this eNB does not get updated information that there are still bytes in the buffer.
On the other hand, with the threshold solution, in case the large UL buffer, both eNBs have full understanding of the bytes in the buffer. Then it is possible to schedule the UE from the both eNBs. On the other hand, with this solution, it should made sure that when the buffer size goes under the threshold, then eNBs should get BSR information so that overscheduling does not occur.
Proposal 2 If UL bearer split is introduced, introduce either solution 3.1 (split bytes) or solution 3.2 (threshold solution) for PDCP data reporting. The minimum granularity is one PDCP PDU. 

2.3 Multiplexing data when receiving a grant
When the UE has provided BSR to the network, it will be typically scheduled and uplink transmission grants are provided. Currently it is not specified exactly how the UE maps MAC SDUs of different logical channels to the physical layer grants. Logical channel prioritization just determines the priority order of different logical channels and there are limits on how much resources can be allocated to LCHs but actual mapping e.g. when the UE receives grants for multiple SCells at the same time, multiplexing is up to UE implementation. 

Even if the UE sends the BSR towards the configured eNB only (MeNB or SeNB), it can be that the UE is scheduled over multiple eNBs. For example, a scenario as depicted in Figure 2 could occur. 

[image: image1]
Figure 2. BSR procedure for the MeNB bearer (DRB1) and a split bearer (DRB2).
The UE is configured with eNB-specific bearer DRB1 mapped only to MeNB and with the split bearer DRB2 mapped both to the MeNB and SeNB. BSR reporting of the DRB2 is configured towards the SeNB. Assume that the 1000 bytes of data arrives for both bearers simultaneously. For DRB1, the UE sends BSR1 towards MeNB and for DRB2, the UE sends BSR2 towards the SeNB. First the UE is scheduled with a grant of 1000 bytes from the MeNB. If multiplexing of MAC SDU is up to UE implementation or the (temporal) priority of DRB2 is higher in LCP, then the UE selects data of DRB2 and sends data of that bearer with the grant. Later on the UE receives grant of 1000 bytes from the SeNB. However, now there is no data left for any bearers mapped to the SeNB. Thus the UE sends padding to the SeNB. Data of DRB1 gets stuck in the UE until the MeNB receives new information via e,g. periodic BSR. 
The above scenario can be reduced by configuring PBR for the lower priority bearer to avoid starvation. However, padding problem cannot be totally avoided as there is always cases when the split bearer is prioritized over non-split bearer. The eNB is assuming that the UE has data in the buffer (according to BSR) but the UE cannot transmit data when scheduled. 

If UL split is not supported, the above issue is easy to solve by just multiplexing packets in the same way as the BSR is done.

Proposal 3 If UL split is not supported, the multiplexing of PDCP PDUs to the physical layer grants follows the fixed RRC configuration which is same as used for BSR reporting. 

On the other hand, if UL split is introduced, the problem above needs more studies. The following mechanisms could be considered if the case is not considered as rare:

a. The PDCP PDUs are split to separate queues which are used both for BSRs and multiplexing [R2-140367]. By this way starvation can be avoided. 
b. If there is data available for multiple logical channels, then data of the logical channel for which the BSR is configured towards the eNB providing the grant, is prioritized.

With the first solution, there is fixed mapping of UL data to one eNB according to fixed ratios. The main problem of the solution is that it is not flexible in case the link rates vary. With the second solution, there is no fixed mapping, but the logical channel for which the BSR can be triggered, is prioritized. This solution makes sure that there is no risk that the UE multiplex data towards wrong eNB and there should not be risk of dead-lock situation where the UE is forced to send padding.  
Proposal 4 If UL split is supported, RAN2 should study how to multiplex PDCP PDUs to physical layer grants to avoid starvation and padding.

3 Conclusion

In this contribution, we have discussed UL scheduling and buffer status reporting and made the following proposals:

Proposal 5 If UL bearer split is not introduced, buffer status due to new PDCP data is only reported to one eNB (either MeNB or SeNB) that is configurable by the network.
Proposal 6 If UL bearer split is introduced, introduce either solution 3.1 (split bytes) or solution 3.2 (threshold solution) for PDCP data reporting. The minimum granularity is one PDCP PDU.
Proposal 7 If UL split is not supported, the multiplexing of PDCP PDUs to the physical layer grants follows the fixed RRC configuration which is same as used for BSR reporting.
Proposal 8 If UL split is supported, RAN2 should study how to multiplex PDCP PDUs to physical layer grants to avoid starvation and padding.
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