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1 Introduction
As one important function  in UE MAC layer,  LCP has been discussed extensilvey,but there is still no conclusion on this for split bearer. In this document, we will further clarify the issues and solutions on the LCP .

2 Discussion
As per the specification of TS 36.321, there are four parameters needed  in LCP procedure : the first three parameters are signalled by RRC singalling these include  priority value  of each logical channle, prioritisedBitRate (PBR) and bucketSizeDuration (BSD). The last one isvalue maintaind in the UE as Bj,i.e bucket size.  

Some agreements were made in the last RAN2 meeting on the MAC operation considering dual conenctivity. There are two MAC entities for MCG and SCG sperately and the logicalChannelIdentity are allocated independently by MeNB and SeNB . Therefore as the feature of logical channel, each eNB can decide the priority of the logical channel. The priority of logical channel is assigned considerign the QoSrequirement of the bearer and the scehduling principle of the eNB, which is based on the UE implementation. The scheduling impelementation of the two eNBs may not be communicated to each other especually in inter-vendor deployment scenario. 

Proposal1: The priority of logicalChannel is allocated independently by MeNB and SeNB.

LCP procedure is used to allocate the resources of the scheduling grant of one UE between different RB to make the RB can be served in priority order as well as to gurantee certain bitrate for each RB thus to avoid possible over allocation of the resources to high priority bearers  and to avoid resource  starvation by low priority bearers.. Due to the resource scheduling is performed in MeNB and SeNB independnetly ,  it is logical that the LCP in UE is performed independlty for each grant by the eNBs This is also aligned with the concept of two MAC entities.

Other parameters are the PBR and BSD value. PBR and BSD are essentially related to QoS which are bearer-specific parameters to guarantee certain bit rate. With the QoS parameters for each RB, the eNB can determine the PBR value and BSD value. For the same RB, the MeNB and the SeNB may set different PBR and BSD values.  And if each eNB maintain the determined value by itself, even if the BSR report to this eNB is part of the amount of data for the split bearer instead of all the amount of data for the split bearer, the eNB are still possible to over allocate the resource for this bearer based on the PBR value since it is not the real expected PBR by this eNB for the split bearer, another eNB will offload part of data of this split bearer, i .e, the data rate of this split bearer. Therefore the MeNB should determine the new PBR of MeNB and SeNB separately. The new PBR value will be included in the LogicalChannelConfig information and sent to the UE separately. Another implementation method is the MeNB determine the ratio of the data amount should be transmitted through MeNB and SeNB separately and sent the ratio to the UE, then the UE derive the new PBR value on this split bearer for MeNB and SeNB based on the ratio and the configured PBR value by MeNB.  By the separate PBR value for MeNB and SeNB, each scheduler can use the new PBR value of itself to instruct the scheduling .The split bearer are served by both eNBs, the overall data rate can be controlled by combining  the two new PBR values. 
Proposal2:The separate PBR values for the split bearer, if supported in rel-12, in MeNB and SeNB should be configured in MeNB and SeNB 
The last issue is about the bucket, the advantages and disadvantages of common bucket and separate bucket are listed in the email discussion. 

One point to mention is that the LCP in two MAC entities can also be performed parallel even for common bucket. Each MAC entity can update the Bj separately and then get the new overall Bj based on the two separate Bj value. 

One drawback of common bucket is that the RLC status cannot be transmitted out in some cases. If just for the transmission of RLC status report, the LCP can be improved, for example, with one new parameter PBR_rlc for each MAC entity , then for the logical channel corresponding to the split bearer,  even if the Bj<0, the PBR_rlc also must be guaranteed. 

The key issue for common bucket is the scheduling results of MeNB and SeNB work interactively. For example, if one eNB allocates more resources for this split bearer, then it is possible that the Bj<0, then in next TTI, the resources allocated by another eNB cannot be used. The consequence is that the UE will not be served as the expectation of the two eNBs. 
The separate bucket method is straightforward to be implemented with the separate PRB and BSD values. 

Proposal 3: To consider to support seperate bucket due to its simplicity as wellas being aligned with the distributed scheduler at MeNB and SeNB. 

3 Conclusion 
In this contribution, we discussed the issues on LCP for split bearer including the parameter configuration and UE behaviour, we have the following proposals: 

Proposal1: The priority of logicalChannel is allocated independently by MeNB and SeNB.

Proposal2:The separate PBR values for the split bearer, if supported in rel-12, in MeNB and SeNB should be configured in MeNB and SeNB 
Proposal 3: To consider to support seperate bucket due to its simplicity as wellas being aligned with the distributed scheduler at MeNB and SeNB. 
