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1 Introduction

 This contribution will discuss power scailing down issue in dual connectivity based on agreements until last Prague meeting. And dedicated PEMAX configuration per CG will be suggested as one of useful alternatives to prevent power scailing down.
2 Functions in current LTE system to minimize power scaling down
 In this time, two functions are used in order to minimize power scailing down; PHR in MAC and Power scailing rule in PHY.
PHR in MAC
PHR in MAC indicates available remaining power to be utilized by eNB. And the information is considered as eNB scheduleing next TTI. In general, MAC schduler would determine transmission data size with BSR and PHR. If the requested data size (calculated from BSR) cannot be supplied within reported PH (estimated with scheduling information and PH), eNB grants UL resource (consist of PRB size and MCS level) less than the requested one so as to maximize tranmission data within PH but not to satisfy BSR. This could prevent power scailing down.
Power scailing rule in PHY

Power scailing rule in PHY is the function that it determine which channel is priorly scailed down when UE encounter power shortage on granted resource allocation. For example, if this function is activated in UE side with simultaneous PUSCH and PUCCH, UE shall scail down PUSCH prior that PUCCH in order to avoid the deteriorated quality of PUCCH since PUCCH is more important than PUSCH. Hence, the channel quality of PUSCH shall be degraded so far. This function is not a precaution but passive method to minimize the harmful effect of power scailing down having already occurred. Actually, it would be used to supplement the function of ‘PHR in MAC’.
Observatioin 1: In general, power scailing down would be firstly prevented by scheduler considering PHR in MAC. Even though, if power scaling down happen, UE supplementarily apply power scaling rule to minimize the harmful effect.
3 Handling power scaling down problem based on PHR in dual connectivity

 Currently, dual connectivity is based on independent MAC scheduler in each eNB and there is no exchange of scheduling information due to non-ideal backhaul problem. Based on agreements [1], only possible information to be achieved by one eNB is PH without schduling information of the other eNB.

 One simple approach to handle power scaling down problem in dual connectivity is to estimate an available power based on sum of reported PHs of all CGs. For example, if one eNB receive -1dB for the corresponding CG and -1dB for the other CG, then it determine that available power is -4dB. And if one eNB receives 4dB for the corresponding CG and 4dB for the other CG, then it determine that available power is 1dB. That is maximum available power by each eNB is 20dBm (23dBm – 3dB) for power class (=23dBm) and PEMAX (=23dBm).
 However, this approach is too conservative for power untilization in eNB side. Both eNBs would always underutilize available power considering PH of the other CG as shown above example.
Observation 2: Based on sum of reported PHs of all CGs, power scaling down can be resolved but power utilization in each eNB would be always restricted with too conservative manner (Actually, too conservative to both eNBs).
 Enhanced one is to estimate an available power based on weighted sum of reported PHs of all CGs. For an instance, if on eNB receive -1dB for the corresponding CG and -1dB for the other CG, then it determine that available power is -2dB (the other CG is down-weighted). If one eNB receives 4dB for the corresponding CG and 4dB for the other CG, then it determine that available power is 3dB (the other CG is down-weighted). That is maximum available power by each eNB is 22dBm (23dBm – 1dB) for power class (=23dBm) and PEMAX (=23dBm).
 However, this approach cannot prevent scaling down because each eNB can utilize 22dBm. If both eNB utilize 22dBm, UE would need 25dBm for transmission and 2dB scaling down is undergone in UE side.
Observation 3: Based on weighted sum of reported PHs of all CGs, power scaling down cannot be resolved but power utilization restriction in each eNB would be alleviated than based on sum of reported PHs of all CGs.
Further, for both approach, since there is no priority between eNB, the power limitation would be samly applied to both eNB. If one eNB requie more data transmission (e.g. SeNB offloading case), same power limitation seems to be not appropriate.

Observation 4: Based on (weighted) sum of reported PHs of all CGs, the power limitation would be samly applied to both eNB even though one eNB requires more data transmission than the other.
 Many kinds of estimation methods based on PHs of all CGs would be possible. However, even any method is applied, each eNB would have the same limitation as shown in observation 2 and 3. That is because one eNB should consider PHs of CG for the other eNB and restrict available power to some extent in conservative manner comparing actual available power for power class and PEMAX.
Observation 5: Based on any method by reported PHs of all CGs, power scaling down could not be resolved and should utilize lower available power to some extent comparing actual available power for power class and PEMAX.

4 Dedicated PEMAX to prevent scaling down problem in dual connectivity
 PEMAX is network configurable value to be used as maximum power value for UL power control. Actual maximum power, PCMAX is set to min(PEMAX, PPOWER CLASS with maximum power reduction). Hence, even though power class is bigger than PEMAX, UE power control operates within PEMAX. Currently, PEMAX is cell specific parameter signaled by SIB1. All UEs in a cell have the same value to be applied to power control.
 In general, the value (PEMAX) would be adjusted to cell size because pathloss is mainly considered. If CA is configured, the value is applied to each cell. And scaling down problem due to CA is prevented by eNB’s scheduler by PHs and scheduling information of each cell even though the sum of PEMAX is over PPOWER CLASS.
 In dual connectivity, as mentioned in fore-section, each CG is independently scheduled by each eNB, and scheduling information and PH of the one eNB cannot be known to the other eNB due to non-ideal backhaul even if the corresponding eNB’s scheduler requires the information to make a resource grant. Hence, power scaling down problem could hardly be solved.
 Hence, dedicated PEMAX is suggested in this paper. If PEMAX is configured in each CG to prevent the sum of PEMAX is not over PPOWER CLASS, power saciling down would be prevented clearly. One concern of this approach would be power limitation in a CG but PHR based approach would be also restricted somehow as shown observation 5. And an adaptive calculation algorithm in eNB’s scheduler could be simplified compared to when PHR based approach is used, i.e. no special estimation function would be needed to determine PCMAX of each CG.
 Additionally, PEMAX could be used by network to give a priority to data transmission to each eNB. For example, SeNB have smaller pathloss and bigger GBR for an UE than MeNB. PEMAX for SeNB would be bigger than for MeNB.

Observation 6: Dedicated PEMAX could prevent power scaling down problem clearly and efficiently. No complex estimation function would be needed to determine PCMAX of each CG. Additionally, network could control a priority to each eNB so to utilize available power with consideration of variable situation.
 In order to determine proper PEMAX in each eNB, some assistance information would be needed. For example, RRM measurement information, eNB priority information [2], and GBR or (A-)MBR for each eNB would be useful. However, the detailed assistance information is FFS, not touched in this contribution.

Proposal 1: Dedicated PEMAX is suggested in order to prevent scaling down problem in dual connectivity.
Proposal 2: If PEMAX is acceptiable, FFS is assistance information, which would help to determine proper PEMAX in each eNB.

5 Conclusion

Several observations have been seen in this paper with consideration for power scaling down problem in dual connectivity;
Observatioin 1: In general, power scailing down would be firstly prevented by scheduler considering PHR in MAC. Even though, if power scaling down happen, UE supplementarily apply power scaling rule to minimize the harmful effect.
Observation 2: Based on sum of reported PHs of all CGs, power scaling down can be resolved but power utilization in each eNB would be always restricted with too conservative manner (Actually, too conservative to both eNBs).
Observation 3: Based on weighted sum of reported PHs of all CGs, power scaling down cannot be resolved but power utilization restriction in each eNB would be alleviated than based on sum of reported PHs of all CGs.
Observation 4: Based on (weighted) sum of reported PHs of all CGs, the power limitation would be samly applied to both eNB even though one eNB requires more data transmission than the other.
Observation 5: Based on any method by reported PHs of all CGs, power scaling down could not be resolved and should utilize lower available power to some extent comparing actual available power for power class and PEMAX.
Observation 6: Dedicated PEMAX could prevent power scaling down problem clearly and efficiently. No complex estimation function would be needed to determine PCMAX of each CG. Additionally, network could control a priority to each eNB so to utilize available power with consideration of variable situation.
Based on observations, following proposals is suggested;
Proposal 1: Dedicated PEMAX is suggested in order to prevent scaling down problem in dual connectivity.

Proposal 2: If PEMAX is acceptiable, FFS is assistance information, which would help to determine proper PEMAX in each eNB.
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