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1 Introduction
PDCP reordering issue is an important issue for architecture 3C, and there has been many analysis proposed in last meeting [1]

 REF _Ref377116038 \r \h 
[2]

 REF _Ref377116039 \r \h 
[3]

 REF _Ref377116040 \r \h 
[4]

 REF _Ref377116042 \r \h 
[5]

 REF _Ref377116043 \r \h 
[6], but no consensus has been made. In this contribution, we take into consideration many aspects and figure out our solution for PDCP reordering.
2 Discussion
Reordering requirement
2.1.1 For bearers mapped on RLC AM/UM
In current specification, PDCP supports reordering for DRBs mapped on RLC AM only when re-establishment of the lower layers happens, because in normal case, the RLC will guarantee in-order delivery. However, under the scenario of 3C, the PDCP entity of one DRB will be mapped to two RLC entities (i.e. via MeNB and SeNB). During the dual connectivity, PDCP PDUs from two RLC entities will be not in order for sure because of different delay over Uu interface and extra delay over X2 for SeNB. So there maybe gaps in the receiving PDUs sequence. 
For DRBs mapped on RLC UM there is no re-ordering operation in receiving PDCP neither. The current mechanism is that the growth of HFN and SN is always pushed forward monotonically by the newest PDU i.e. late PDU will be discarded always. When the dual connectivity is adopted, it suffers from the similar question that the data from two links are out of synchronization. So it is needed to enable PDCP reordering function for bearers mapped on RLC UM. 
Proposal 1: re-ordering functionality should be introduced in PDCP for RLC AM/UM node
Reordering mechanism
During last meeting, one solution i.e. straightforward reordering function extension was addressed in [4]. Wherein, this solution prefers that the current PDCP reordering function is sufficient, with the following assumptions:

a) no strong motivation to split an EPS bearer under RLC UM or TM mode;
b) data loss over X2 is avoidable and not sensible for UE, or else additional periodic STATUS REPORT will be defined for UE;

c) no PDCP discard function is enabled for split bearers, or else a new PDCP control PDU may be introduced to provide information in a similar way as UMTS’s RLC MRW SUFI.
For a): We don’t think 3C solution should be only limited to AM mode. At least DRB of UM bearer should also be supported.
For b):  Packet loss over X2 does exist, although RAN3 has confirmed that it is rare [7]. Assuming that X2 re-uses the X2 UP protocol stack, i.e. GTP-U, GTP-U as defined in TS 29.281 doesn’t provide the reliable delivery of UP data. In order to avoid this issue, new enhancement to GTP-U should be made, which is out of RAN scope. Periodic STATUS REPORT is not so efficient to fix the packet loss over X2 interface.

For c): Notice PDCP discard can be used for TCP flow control but also be caused by real congestion in eNB. New  PDCP control PDU could be used for this purpose. The problem is that the reordering window will be stalled if it is lost somewhere. In addition new PDCP control PDU always means more complexity for PDCP layer.
Another simple approach is to introduce one re-ordering timer in receiver. Compared to the solution mainly relying on transmitter, it is much more stable. In addition the scheme itself is quite similar to what is used in RLC layer i.e. it is a mature scheme in 3GPP system.
Proposal 2: Only solution based on re-ordering timer in receiver is introduced
In following part of this section we focus on the detailed reordering mechanism for bearers mapped on RLC AM firstly. Two cases needs to be considered, which are:
1) Normal case, i.e. the PDCP receives data from two links normally. 

2) Transient case, i.e. the PDCP is experiencing the alteration in PDCP layer or lower layers, for example:

· PDCP re-establishment i.e. due to handover case/RRC connection re-establishment, or

· Addition/deletion of RLC entities, e.g. during single/dual connectivity switching.

2.1.2 Reordering in normal case
In this case, the reordering function needs to be addressed :

· How to manage the reordering timer i.e. the start/restart and stop condition.

· How to complete the delivery to the upper layer.

For the convenience of describing, we introduce the following state variables in receiving PDCP entity:
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Figure 1 receiving PDCP state variables
a) Last_Submitted_PDCP_RX_SN: 
· Indicating the SN of the last PDCP SDU delivered to the upper layers. 
b) Next_PDCP_RX _SN 

· Indicating the next expected PDCP SN by the receiver 
c) Reordering_PDCP_RX _SN
· Indicating the PDCP SN which triggers t-reordering
The basic principle is quite similar to what is used in RLC layer. PDCP SDU whose SN is between Last_Submitted_PDCP_RX_SN  and Reordering_PDCP_RX _SN (including Reordering_PDCP_RX _SN) is associated with one t-reordering timer. Those PDCP SDUs will be delivered to upper layer if either all the packets within this space are all received or when t-reordering timer expires. Then Reordering_PDCP_RX _SN will be updated to the latest received PDCP SDU . If Reordering_PDCP_RX _SN is the same as Last_Submitted_PDCP_RX_SN i.e. all the PDCP SDUs are delivered to the upper layer and the receiving window is empty then no t-reordering timer will be started. Otherwise t-reordering timer will be started again. Following is one example to explain the details.
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Figure 2 PDCP reordering function in normal case
1. In time t0, PDCP receives SDU #5 from RLC. However, there are still 4 missing SDUs in the reordering window. So the PDCP entity starts t-reordering timer to wait for these SDUs. Here the Reordering_PDCP_RX_SN equals #5.
2. In time t1, PDCP received the former missing SDUs, e.g. #2, #3, #4, and other new SDUs (e.g. #6 and #8). At this time, the timer is still running to wait for SDU #1. No SDUs fulfil the delivery condition. So the reordering window is still held to the original position and there is only Next_PDCP_RX_SN changes.
3. In time t2, PDCP doesn’t receive SDU #1 before t-reordering expires. So PDCP considers SDU #1 to be discarded and doesn’t wait it any more. Then the PDCP delivers to upper layers in ascending order of the associated COUNT value:
· all stored PDCP SDUs prior to SDU Reordering_PDCP_RX_SN, e.g. #2, #3,#4, and
· all stored consecutive PDCP SDUs starting from the received PDCP SDU Reordering_PDCP_RX_SN, e.g. #5,#6;

Then PDCP moves the reordering window and update the Last_Submitted_PDCP_SN to #6. 

Furthermore, PDCP finds out that there is still SN gap in the new reordering window. PDCP restart t-reordering to wait for reordering and set Reordering_PDCP_RX_SN to Next_PDCP_RX_SN-1, i.e. #10.
4. In time t3, PDCP receives #7 SDU, which equals to Last_Submitted_PDCP_SN+1. So the PDCP entity begins to deliver to upper layers:

· all stored consecutive PDCP SDUs starting from the current received PDCP SDU i.e. #7,#8

During this time, the timer t-reordering is still running.
5. In time t4, PDCP has received all of the expected SDUs prior to Reordering_PDCP_RX_SN before the timer expires. So PDCP stops the timer and starts to delivery to the upper layers:

· all stored PDCP SDUs prior to SDU Reordering_PDCP_RX_SN i.e. #9, and
· all stored consecutive PDCP SDUs starting from the received PDCP SDU Reordering_PDCP_RX_SN i.e. #10;
Then PDCP continues to move the reordering window and updates the corresponding state variables. Next, PDCP should further to check the status of new reordering window and take the appropriate action.
From the above description, we can summarize the start and end condition of the timer as following. 
The start condition of the timer (e.g.t-reordering) should be:

· when the receiving PDCP receives a PDU from RLC layer, and

· no t-reordering timer is running, and

· there is/are PDCP SN gap(s) missing PDU(s) in receiving window, and 

The end condition should be:

· when all of the missing PDUs have been delivered to upper layer in sequence, or

· the t-reordering timer expires

And the PDCP should execute the delivery to the upper layers:
· When the timer expires or all of the gaps has been filled

· all stored PDCP SDUs prior to SDU Reordering_PDCP_RX_SN, and
· all stored consecutive PDCP SDUs starting from the received PDCP SDU Reordering_PDCP_RX_SN;

· when the SN of the current received SDU equals to Last_Submitted_PDCP_SN+1:

· all stored consecutive PDCP SDUs starting from the current received PDCP SDU
Proposal 3: RAN2 is proposed to adopt the start and end condition of reordering timer and the delivery condition in normal case in section 2.2.1.
2.1.3 Reordering in transient case
The scenarios can be divided into three cases. The key point here is to find out if the reordering mechanism in normal case is still applicable, or any special handling is needed.
Scenario 1: Single connectivity --> Dual connectivity
In this scenario, new RLC entity is added with the existing protocol entities changed or unchanged in MeNB.

There will be no disorder of data happens before the switching complete, no matter the existing protocol entities is changed or not.So the existing PDCP function can handle the situation. Once the switching is completed, the new PDCP re-ordering functionality will be enabled. The timing of this transition is related to detailed signalling flow. The exact time point when new re-ordering functionality starts to work depends on when the new branch of logical channel start to work. Our position is RACH procedure is anyway needed to synchronize the security configuration between UE and SeNB. New re-ordering functionality starts to work when RACH procedure is finished.
Proposal 4: When one branch of logical channel is added in SeNB, new re-ordering functionality is started when RACH procedure between UE and SeNB is completed successfully.
Scenario 2: Dual connectivity --> single connectivity 

In this scenario, one branch of logical channel on SeNB is deleted. During this period some “gap” within receiving window can’t be filled immediately because it takes time for MeNB to (re)transmit the packets left in SeNB based on status report from UE and some late packets from MeNB. If UE stop new re-ordering functionality immediately, then it is possible some of the PDCP SDU will be lost.
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Figure 3 PDCP reordering function in abnormal case
1. In time t0: UE receives the command from MeNB to delete logical channel on SeNB. RLC2 dumps all of the buffered data to PDCP while RLC1 is delivering the received PDCP PDUs as normal.  At this time, there are gaps in the PDCP SN, e.g. PDUs #1, #3, and #6. But the receiving PDCP has no idea of what happened to these SDUs. (Actually, part of them will be transmitted via MeNB later, e.g. #6. And part of them was planned to send via SeNB but failed in transmission, e.g. #1, #3).  So the PDCP have to wait. Because there is possibility that part of them may have been discard by transmitter or lost, the reordering timer should also be needed.
2. In time t1: UE completes the deletion by sending complete signalling. Meantime in the user plane, PDCP continues to receive SDUs from RLC1, e.g. #6. The gaps haven’t been filled yet. So PDCP has to keep the reordering timer for reordering.
3. In time t2: PDCP will stop the reordering timer when the PDCP has received all of the reordering SDUs (e.g. #1 and #3), if the PDCP PDUs (e.g. #1 and #3) which failed to be sent via SeNB are retransmitted subsequently via MeNB. (Another case is that PDCP can’t receive all of the reordering SDUs before the timer expires, PDCP will discard the missing SDUs)

4. In time t3, PDCP completes the delivery of the SDUs and moves the reordering window. Because there is no more retransmission of disorder SDUs and no asynchronization between multi-streams, the PDCP processing will fall back to legacy process. No more reordering is needed and no new reordering timer will be set hereafter.
It can be seen from the above steps that there may be disorder in this scenario because of the retransmission of PDUs which failed in transmission in the deleted branch. 
Proposal 5: Reordering function is still needed upon and after dual connectivity become single connectivity. 
Scenario 3: Dual connectivity --> Dual connectivity 
In this scenario, the causes is diverse, e.g. re-establishment of PDCP in HO case, 

The difference with the scenario 2 is that the dual connectivity is still adopted after the transient state. So reordering function should be kept enable all the time. To avoid the reordering window being blocked by the discarded or lost PDUs, the reordering timer is still needed. That is, the new reordering mechanism described above is still necessary in this case.
Proposal 6: The reordering mechanism is enabled all the same when the UE switches from dual connectivity to dual connectivity. 
PDCP Status report
Currently, this procedure is only trigged by PDCP re-establishment. When dual connectivity is applied, more scenarios arise:
· Deletion of RLC, e.g. when deleting SeNB

· Re-establishment of RLC(s), e.g. when RLC is reconfigured
In these cases at least one UP stream will be interrupted. It may lead to asynchronization between the transmitter and receiver. 
For example, as shown in figure 3, UE doesn't receive PDCP SDU #1 and #3, but MeNB may not know about it.  If a handshake between MeNB and SeNB is required before the deletion, SeNB may notify the MeNB about transmitting status. But the notification may be not accurate if the transmission is still carrying on during the handshake. However, if the transmission stopped immediately when the SeNB receives the handshake request, the receiving RLC may have no time or resource in sending feedback for packet. So it is hardly to ensure the synchronization between transmitter and receiver.

To ensure all of the PDUs should be delivered successfully. The transmitting PDCP should re-transmit all of the unacknowledged PDUs according to the receiving status. In order to acquire the receiving status of each PDU accurately, it is better to trigger PDCP status report by the receiver. 
Proposal 7: New triggers to PDCP status report should be introduced. 
3 Conclusion
Proposal 1: re-ordering functionality should be introduced in PDCP for RLC AM/UM node

Proposal 2: Only solution based on re-ordering timer in receiver is introduced

Proposal 3: RAN2 is proposed to adopt the start and end condition of reordering timer and the delivery condition in normal case in section 2.2.1.

Proposal 4: When one branch of logical channel is added in SeNB, new re-ordering functionality is started when RACH procedure between UE and SeNB is completed successfully.
Proposal 5: Reordering function is still needed upon and after dual connectivity become single connectivity. 

Proposal 6: The reordering mechanism is enabled all the same when the UE switches from dual connectivity to dual connectivity. 
Proposal 7: New triggers to PDCP status report should be introduced. 
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