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1. Introduction 
The pros and cons of each U-plane option have been extensively discussed in the previous RAN2 meetings. Some of them have been captured in the TR [1].  The discussion at the meeting indicates that alternatives 3C and 1A have the support by majority of the companies, although some other companies still prefer alternatives 2A, 2C and 3D.   In this contribution, further analysis of the leading U-plane alternatives is discussed.  
2. Discussions
2.1. Alternative 3C vs. 3D
In Alternative 3D, PDCP and the master RLC (mRLC) are implemented in the macro-cell eNB (MeNB).  A subset of the RLC PDUs is sent to the small cell eNB (SeNB) as shown in Figure 1. Out-of-sequence packets due to different path delay to and from the MeNB and SeNB can be handled by the inherent packet re-ordering function in the RLC receiving entity. Any packet loss over the backhaul interface can theoretically be taken care of by the master RLC through ARQ re-transmissions.  This means that retransmission of RLC data PDUs needs to be performed by the master RLC. 
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Figure 1: Alternative 3D

To maintain tight interaction between the RLC and MAC in the SeNB, re-segmentation, if necessary, is performed by the slave RLC (sRLC) in the SeNB. The master RLC has no knowledge of the transport block (TB) size that the SeNB MAC layer is able to handle from one subframe to the next. Re-segmentation would be performed according to the TB size indicated by the MAC. Re-segmentation at sRLC is useful if the TB size indicated by MAC is smaller than the RLC PDU size. However, packet concatenation cannot be done at the sRLC if the PDUs TB size indicated by the MAC is larger than the RLC PDU received from the mRLC. This is because the RLC SN has already been assigned in the master RLC, whereas concatenation implies SN change in the slave RLC, which could cause SN out-of-sync between the transmitting and receiving RLC entities. 
Lack of packet concatenation at the sRLC can potentially cause inefficient utilization of available radio resources. The SeNB and may not be able to achieve the DL peak rate supported by the radio link.  For example, the maximum TB size for a four –layer transmission in a 20 MHz system is 37482 bytes.  If the RLC PDU size is smaller than 512 bytes, less than 15% of the peak data rate can be achieved.

Observation 1:  UE peak rate may not be achieved in Alternative 3D due to the lack of packet concatenation capability in the sRLC. 
Although large-sized RLC PDU may be used in the mRLC to mitigate the problem, in case of a RLC PDU retransmission at the mRLC, the whole PDU needs to be retransmitted even though only a part of the PDU is missing.  This is not efficient for radio link and backhaul resource utilization.   

Observation 2:  Retransmission at mRLC is inefficient in terms of radio and backhaul resource utilization with large-sized RLC PDUs.
To adapt to the available radio resources at a given subframe, it seems that the RLC re-transmission (or ARQ) should be implemented in the sRLC for efficient utilization of radio resources and reduced retransmission delayperformed.  Thus the RLC functionality is split between an mRLC in the MeNB (concatenation and segmentation), a sRLC in the MeNB (retransmission and re-segmentation), and an sRLC in the SeNB (retransmission and re-segmentation). This is illustrated in Figure 2.
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Figure 2: Alternative 3D variation

However, to support ARQ re-transmission in the sRLC, the RLC Status Report needs to be terminated at the sRLC so that re-transmission can be performed with re-segmentation.  Then a UE needs to send the Status Report to both sRLC, one in the MeNB and the other in the SeNB.   This makes the protocol more complicated and also use more uplink radio resources.  Alternatively, the Status Reports can be sent to the SeNB always and the sRLC in the SeNB then relays the Status Reports to the mRLC and the sRLC in the MeNB over the Xn.  This would cause large re-transmission delay in the sRLC in the MeNB due the backhaul latency.
Observation 3:   Re-transmission at the sRLC seems to be desirable in order to adapt to the available radio resources.  However, two sRLCs are required, and it is unclear how the Status Reports are sent to the sRLC in both the MeNB and the SeNB.
For Alternative 3C as shown in Figure 3, the issues observed above with Alternative 3D do not exist.  One issue discussed in RAN2#82bis was whether possible packet loss over the backhaul interface should be considered, and whether or not packet re-transmission mechanism is needed over the backhaul. The topic was further discussed in the joint session with RAN3 in RAN2#83.  It was agreed that packet loss/re-ordering over the Xn interface is a rare or an abnormal event and no protocol level correction is needed.   
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Figure 3: Alternative 3C
For alternative 3C, packet re-ordering at the PDCP receiving entity is needed due to PDCP transmission over the two paths (i.e. via MeNB and SeNB) with different latency and independent MAC scheduling. This requires certain enhancement to the PDCP protocol. However, given that packet re-ordering is already supported during handover by the existing PDCP, no major protocol change is expected.      

Observation 4:  For alternative 3C, packet re-ordering at PDCP is needed. However, given that packet re-ordering is already supported by existing PDCP protocol during handover, no major protocol change is expected.
2.2. Alternatives 1A and 2A
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(a) Alternative 1A  


(b) Alternative 2A

Figure 4: Alternatives 1A and 2A

From the UE perspective, Alternatives 1A and 2A are the same and no L2 protocol change is needed at the UE. For alternative 1A, due to the parallel S1-U termination at the MeNB and SeNB, some changes to the core network (i.e. S-GW) are needed. In addition, dual connectivity via the SeNB will be visible by the MME. As a result, signalling between UE and core network, as well as between nodes in the core network will be increased. Furthermore, the following conditions are needed for Alternative 1A to work:

· The macro-cell and the small cell serving the same UE needs to connect to the same P-GW for the same APN connection. For UL and DL gating and rate control purpose (e.g., APN-AMBR control), The MME and S-GW need to make sure that for a given UE, EPC bearers of the same APN (both UL and DL) going through the two cells connect to the same P-GW. 

· The macro-cell and the small cell serving the same UE needs to connect to the same S-GW to minimize impact to PDN-GW(s). This requires the MME to ensure connection between a single S-GW and two eNBs for serving a UE. Otherwise, if two different S-GWs are involved, the PDN-GW needs to establish two S5/S8 interfaces to two S-GWs simultaneously. The MME needs to establish two S11 interfaces to two S-GWs simultaneously. If any network configuration changes, the MME needs to coordinate with two S-GWs to make the change.

· NAS signaling between MME, S-GW, and UE will be increased for bearer management functions.

· To satisfy UE-AMBR control, the two eNBs that the UE connects to need to coordinate so that the aggregated bit rate between the two eNBs does not exceed UE-AMBR.

· For any PDN connection, the default bearer is established between MeNB and UE only, not between SeNB and UE. Only dedicated bearers are established between the SeNB and the UE. The dedicated bearers via SeNB uses the same IP address allocated after the default bearer establishment on the MeNB side.

· The MME ensures that the EPS bearer identity and E-RAB identity are unique for a given UE, regardless of the termination point of the S1-U.

For Alternative 2A, the main difference from Alternative 1A is that the data splitting occurs in the MeNB instead of the S-GW.  As a result, there is no additional signaling toward the core network. This benefit comes with tradeoff of increased data load over the Xn backhaul link.  In addition, it should be noted that both Alternatives 1A and 2A do not support bearer splitting between the MeNB and the SeNB. 
Observation 5:  both alternatives 1A and 2A do not support bearer splitting between the MeNB and SeNB for improving a UE’s peak throughput.  Also other issues need to be resolved.
3. Conclusions

In this contribution, some additional issues with the main U-plane alternatives are discussed. We have the following observations:

Observation 1:  UE peak rate may not be achieved in Alternative 3D due to the lack of packet concatenation capability in the sRLC. 

Observation 2:  Retransmission at the mRLC is inefficient in terms of radio and backhaul resource utilization with large-sized RLC PDUs.
Observation 3:   Re-transmission at the sRLC seems to be desirable in order to adapt to the available radio resources.  However, two sRLCs are required, and it is unclear how the Status Reports are sent to the sRLC in both the MeNB and the SeNB.
Observation 4:  For alternative 3C, packet re-ordering at PDCP is needed. However, given that packet re-ordering is already supported by existing PDCP protocol during handover. No major protocol change is expected.
Observation 5:  both alternatives 1A and 2A do not support bearer splitting between the MeNB and SeNB for improving a UE’s peak throughput.  Also other issues need to be resolved.
Based on the observations, we have the following proposals: 
· Proposal 1:   Alternative 3D should be de-prioritized in the U-plane discussion;
· Proposal 2:   both alternatives 1A and 2A should be de-prioritized in the U-plane discussion.
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