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1      Introduction
Dual connectivity is one of the potential solutions to address the challenges for small cell deployments [1]. The details on some aspects of dual connection are still not clear and still not agreed among all companies. One of the questions that remain is whether dual connectivity should allow for a single EPS bearer to be split between two eNBs ([1], [3]). In this paper we discuss this scenario and its implications.
2      Discussion
During dual connectivity the UE has the ability to be connected to two or more eNBs at the same time. One method of implementing dual connectivity is having different EPS bearers serviced by different eNBs. Another option proposed ([2], [3]) is to split a single EPS bearer between two or more eNBs, in which case two or more radio bearers would be servicing a single EPS bearer. 
Figure 1 depicts the bearer provisioning for this case of EPS bearer splitting, considering two eNBs (the macro eNB and the small cell eNB).
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Figure 1: Bearer Provisioning for Single UE, Single EPS Bearer Split via X2 Interface
As pointed out in [2], the centralized model used in Rel-11 for CA/CoMP cannot be applied in this scenario due to the non-ideal backhaul. The non-ideal X2 interface brings added latency which basically imposes that the data transmission scheduling needs to be de-centralized.

The split of the protocol stack for such X2 approach can take two forms: The PDCP/RLC split and the RLC/MAC split approaches. The possible protocol stack implementation for the X2 approach is discussed in details in [4] for the case of no EPS bearer split between macro eNB and small cell eNB, but the same arguments and observations also apply to the case of EPS bearer split. Figure 2 below shows the architecture for the downlink using the PDCP/RLC split approach. This figure is for illustration only and it is important to point out that the type of split approach does not limit the analysis and overall conclusions drawn in this paper. 
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Figure 2: Architecture for Single EPS Bearer Split, PDCP/RLC Split Approach, Downlink 

The benefit of splitting the EPS bearer between two or more eNBs is the improvement in throughput ([2], [3]).  However, several factors must be taken into account. In [3] some impacts of such approach were identified, such as the fact that data flow control would be needed over the X2 interface. In [2] it was also mentioned that UE needs to perform multi-stream aggregation on connections to macro and small cells. In this paper we further evaluate the complexity of such approach and the possible benefits.
2.1     The Benefits on Throughput
In order to better understand the impact the single EPS bearer split has on throughput we will show a very simplified example. This example takes a snapshot in time of a downlink transmission and looks at the throughput provided to the UE at that time, or in other words, the number of IP packets that can be transmitted to the UE during that given period of time. 

This simple example is illustrated in Figure 3 below, where the application has 10 IP packets to send at the given period of time. In this figure we abstract any possible PDCP/MAC/RLC split, and also any PHY functionality, and solely concentrate on the throughput as seen from the application layer. Any other bearers, such as RRC control signalling, are also omitted from this example.
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Figure 3: Illustration of Dual Connectivity Single EPS Bearer Split

In order to evaluate the possible improvement that the EPS bearer split has on throughput, we will take into consideration the load on the macro cell and the UE signal quality to the macro cell. We can then identify four possible combinations, shown in the table below.

Table 1: Cases for Evaluation of Throughput Benefits
	
	Macro Cell Load

	UE Signal Quality to Macro
	Heavily Loaded
	Lightly Loaded

	Poor Quality
	Case 1
	Case 3

	Good Quality
	Case 2
	Case 4


The benefits with regards to improvement in throughput are discussed in the following sections.

2.1.1 Case 1 & Case 2: Overloaded Macro Cell
Case 1 and case 2 will be evaluated together. In both of these cases the macro cell is overloaded, and thus it cannot provide the desired data rate to the UE since there are not enough available resources in the macro cell. Note that this is true regardless of the UE signal quality, but of course the problem worsens if the UE signal quality is poor. In this case the small cell can be used for data offloading (or data boosting).
Assuming the macro cell is overloaded and not able to provide to the UE the desired data rates, the macro cell would be able to take advantage of assistance from the small cell, as illustrated in Figure 4.
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Figure 4: Dual Connectivity with Single EPS Bearer Split, Macro Cell Overloaded

However, as we see from the illustration above, since the macro cell is overloaded, there is very little “assistance” that the macro cell can provide during the life of the bearer. i.e., the additional data rate provided by the macro cell is very small when compared to the data rate that can be provided by the small cell. Thus, if the small cell has enough available resources to provide the desired data rate to the UE, it would be more beneficial, and much less complex, to move the entire EPS bearer to the small cell. This would not only reduce the implementation complexity in the UE (see more details in Section 2.4 of this paper), but also free some resources in the macro cell allowing the macro cell to serve other UEs. This would, in turn, improve the overall system capacity. This is illustrated in Figure 5 below. 

[image: image5.emf]MacroeNB

X2 interface

SmalleNB

UE

Application

8 7

3

6

2 1

9

4 0

5

3

7

6

5

8

1

4

2

9

0

UE2

2) Free 

resources 

for other UEs

1) Move resources 

for this UE


Figure 5: Improving System Capacity when Macro Cell is overloaded

Effect of Small Cell Load: In the case where the small cell is also overloaded, then from the system’s perspective, the UEs are sharing the available resources, and in this case there is not much gain in trying to boost the throughput per bearer. 
2.1.2 Case 3: UE in Macro Cell Edge, Macro Cell Lightly Loaded
This is the case of improving data coverage. In this case the macro cell cannot provide the desired data rate due to poor signal quality to the UE. If the UE is in the border of the macro cell, and small cells are deployed in that region, the network can take advantage of the presence of small cells to improve the data rates provided to the UE via the macro cell. 

This scenario is exemplified in Figure 6 below. Because the signal quality to the UE is not good, the macro cell is not able to provide to the UE the desired data rates. The macro cell can take advantage of assistance from the small cell, as illustrated in the figure.
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Figure 6: Dual Connectivity with Single EPS Bearer Split, UE in Macro Cell Edge

In this case, due to such poor signal quality to the UE, the additional data rate that the macro cell can provide is small. Note that one of the objectives of putting the small cell near the macro cell edge is exactly to improve the coverage of the macro cell area, offloading UEs to the small cell and allowing the macro cell to service UEs that have a more reasonable chance of getting better service. Therefore, and it becomes questionable if the gains of splitting the EPS bearer in this case justify the implementation of a complex solution, especially if we also consider the overall system capacity. This is illustrated in Figure 7 below.
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Figure 7: Optimizing Performance when UE is Near Macro Cell Edge
Effect of Small Cell Load: In the case where the small cell is overloaded, dual connectivity should not even be a consideration, and it is likely better to keep the bearer in the macro cell since the small cell is already overloaded. 
2.1.3 Case 4: Macro Cell Lightly Loaded, UE Signal Quality Good

In order to analyse this case we will separate in two scenarios: small cell is heavily loaded or small cell is lightly loaded. 

In case the small cell is heavily loaded, there would be no reason to perform dual connectivity since in this case the UE signal quality to the macro cell is good and the macro cell is lightly loaded, the added throughput that the heavily loaded small cell could provide is very small, and it would affect other UEs already being serviced by the small cell. So in this case dual connectivity is not advantageous for the UE or for the system overall,

In case the small cell is lightly loaded, there could be advantage of performing dual connectivity and splitting the EPS bearer into two radio bearers, boosting the UE’s instantaneous data rate at no impact to overall system throughput. There is no real advantage in terms of UE’s average throughput since the resource in the macro cell and small cell are shared among UEs. It is also important to note the scenario where small is lightly load may be less likely, since small cells are likely to be deployed in areas of high traffic. Therefore, it is questionable if one should adopt a solution that would benefit only such less likely scenario. It would be more advantageous to optimize the solutions to more likely scenarios that usually involve areas of high traffic, previously discussed in this paper.   
2.1.4 Summary
The table below provides a summary of the discussion above. 
Table 2: Recommended Approaches for Throughput Benefits
	
	Macro Cell Load

	UE Signal Quality to Macro
	Heavily Loaded
	Lightly Loaded

	Poor Quality
	Offload to small cell
	Offload to small cell 

	Good Quality
	Offload to small cell
	No strong need to have dual connectivity with EPS bearer split


Note that the table above assumes the small cell is not overloaded. For the case of an overloaded small cell, there is no much gain in trying to boost the bearer throughput, and in such cases dual connectivity should probably not even be considered.

In conclusion, the case for data offloading and coverage were analysed. In general it is more advantageous to move the entire EPS bearer to the small cell in cases where the macro is heavily loaded or UE signal quality to macro is poor, freeing resources in the macro cell and thus allowing for more UEs to be served in the macro, and improving the signal quality of the UE serviced by the small cell. In case where macro is lightly loaded and the UE signal quality to macro is good, the EPS bearer can be kept at the macro cell.
Observation 1: In terms of throughput, it is more advantageous to move the entire EPS bearer to the small cell in cases where the macro is heavily loaded or UE signal quality to macro is poor, freeing resources in the macro cell and thus allowing for more UEs to be served, and improving the signal quality of the UE. In case where macro is lightly loaded and the UE signal quality to macro is good, the EPS bearer can be kept at the macro cell.
2.2     The Co-channel Scenario
In [1] it is pointed out the dual connectivity can be supported in two different transmission modes: In one mode the UE would perform time multiplexing between the two eNBs. The transmission would need to be coordinated between the two eNBs. This could be done in conjunction with the ABS (Almost Blank Sub-frame) functionality of eICIC.

The figure below shows the usage of ABS for the co-channel scenario. When the macro cell is transmitting, the UEs that are being served by the small cell and that are near the edge of the small cell will suffer too much interference from the macro cell, and therefore at those times (those sub-frames) the small cell only schedules transmissions for users closer to the centre of the small cell, at it is shown in the top part of Figure 8. When the macro cell is sending ABS sub-frames, then the interference is reduced and the small cell can schedule transmission for all UEs connected to it, including the ones near the Cell Range Expansion (CRE) region of the small cell, as it is shown in the bottom part of Figure 8. 
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Figure 8: Co-channel Scenarios with ABS Usage

Based on the scenario above, the UE that is in the CRE region can take advantage of EPS bearer splitting, i.e., receiving data from the macro cell when the macro cell is in non-ABS and receiving data from the small cell when the macro cell is in ABS.

However, one must take into consideration the reasons why ABS was created at the first place. Small cells (pico cells) were deployed in order to offload UEs from the macro cell. During initial deployment it was observed that not enough UEs were being handed-over to the small cells, and the maximum offloading potential was not being reached. Therefore CRE) was introduced in order to ‘force’ some UEs to hand over to the small cells earlier (even though link quality of the small cell is still worse than the macro cell). This CRE region is prone to much more interference in case of the co-channel deployment. To manage the interference problem, ABS was proposed. 
Therefore, if one now decides to use dual connectivity procedures for UEs in the CRE region, one is actually defeating the original intention of offloading and the basis for CRE itself. In this case the same final result can be achieved by properly adjusting the CRE regions Therefore we conclude that, in the case of co-channel deployment, the complexity of the EPS bearer split can be replaced by proper adjustment of network parameters.
Observation 2: In the case of co-channel deployment, the complexity of the EPS bearer split can be replaced by proper adjustment of network parameters (CRE bias).

2.3     The Impact on QoS Architecture
The impacts related to X2 approach that apply to the multiple bearer split also apply to the single EPS bearer split. However, it is important to note that for the case of single bearer split there is yet another concern to the taken into consideration, which is the maintenance of the QoS. The eNB is responsible for part of the QoS guarantees. By splitting the EPS bearer, this responsibility might need to be split as well. Note that this issue is not present in case of multiple bearer split and it is specific to the split of a single EPS bearer over multiple eNBs.    

An EPS bearer established to the UE, either GBR or Non-GBR, has associated to it a level of Quality of Service. One important QoS parameters is the Bit Rate.
· For GBR bearers, the bit rate is controlled by two parameters: the Guaranteed Bit Rate (GBR) and Maximum Bit Rate (MBR). The control of the bit rate is done by the eNB.

· For non-GBR bearer, the bit rate is controlled by the Aggregate Maximum Bit Rate (AMBR). There are two types of AMBRs, one per UE and another per APN. The control of the UE-AMBR is done by the eNB. The control of the APN-AMBR is done by the P-GW

In order to control the bit rate for both GBR and non-GBR, the eNB will:
· For the uplink, control the bit rate via the uplink grant allocation

· For the downlink, use a rate shaping function to control the bit rate (which involves discarding packets at eNB)
Since there are two different eNBs servicing the same EPS bearer, special procedures would need to be defined to allow for some form of coordination between the two eNBs in order to be able to control the bit rate, especially in the uplink. Such procedures would be done over the X2 interface.

Optionally, in order to facilitate the implementation and reduce the complexity of this approach, a procedure could be pre-defined such that the macro cell eNB knows the data rate allowed in the small cell eNB and then it forwards the packets appropriately. Note that this will also require some initial coordination for the establishment of this “local QoS” over the X2 interface. This has an impact in the QoS architecture. 

Moreover, if this “local QoS” is pre-determined, then the small cell eNB will have to take into account the worst case scenario when negotiating the data rate. Any advantages related to the dynamic environment, such as the case where other UEs would be leaving the small cell, allowing for better rates to be allocated to the dual connectivity UE, cannot be considered unless re-negotiation is performed. 

Observation 3: The split of a single EPS bearer over two or more eNBs would require coordination among the eNBs involved in the split in order to enforce the negotiated bit rate. 

2.4     The Impact on the UE Implementation
Another important point we would like to discuss is the effect this proposed procedure has on the UE side.

We would like to note that, in case of current Carrier Aggregation, the multi-carrier nature of the physical layer is only exposed below the MAC layer, since one HARQ entity is required per serving cell. 
However, if a single EPS bearer is serviced by separate eNBs, there will be an impact on the UE implementation. In order to maintain the peer to peer connectivity of the RLC protocol (e.g., duplication detection, reordering, reassemble [5]), the UE would need to have another RLC entity for the same EPS bearer, as it is shown in Figure 9 below as one possible example of architecture.
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Figure 9: Possible UE Architecture to Support EPS Bearer Split with Two RLC Entities per EPS Bearer 

Observation 4: The EPS bearer split approach will impact the UE by increasing the complexity. Two RLC entities for a single EPS bearer a needed. 
3      Conclusion
In this contribution we discussed the impacts of supporting multiple radio bearers over different eNBs for a single EPS bearer. The following observations were made:
Observation 1: In terms of throughput, it is more advantageous to move the entire EPS bearer to the small cell in cases where the macro is heavily loaded or UE signal quality to macro is poor, freeing resources in the macro cell and thus allowing for more UEs to be served, and improving the signal quality of the UE. In case where macro is lightly loaded and the UE signal quality to macro is good, the EPS bearer can be kept at the macro cell.
Observation 2: In the case of co-channel deployment, the complexity of the EPS bearer split can be replaced by proper adjustment of network parameters (CRE bias).

Observation 3: The split of a single EPS bearer over two or more eNBs would require coordination among the eNBs involved in the split in order to enforce the negotiated bit rate. 

Observation 4: The EPS bearer split approach will impact the UE by increasing the complexity. Two RLC entities for a single EPS bearer a needed. 

Proposal: It is proposed that for dual connectivity, a single EPS bearer is served by a single radio bearer. 
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