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1
Introduction

A recent CR approved for Multiflow [1] changed UE behavior regarding RLC RESET triggering for out-of-sync RLC STATUS PDUs. In particular, it was agreed that to avoid unnecessary RLC RESETs in the inter-Node B Multiflow scenario, a UE should ignore RLC STATUS PDUs with SNs that are outside of the UE Tx window. General RAN2 consensus was that no robustenss issues were to be expected.
This paper describes some examples of RLC issues observed on the field, which may happen regardless of Multiflow operation, thus representing possible use cases where a RLC RESET due to out-of-window SNs in RLC STATUS PDUs would be helpful (being the only chance to recover RLC proper operation). 
Furthermore, the paper presents a possible solution to overcome the problem of unnecessary RLC RESETS due to skews in Multiflow Inter-NodeB operation.
2
Discussion 

2.1 Potential cases of out-of-sync RLC STATUS PDUs 

The RLC “Erroneous Sequence Number” issue can be caused by sequence number space mismatch between peer RLC entities, which can be due to few different reasons, i.e. wrong decoding, race/error conditions in RLC/RRC procedures, RLC reconfiguration transition, or lack of full interoperability testing.
If UE RLC detects Erroneous Sequence Number, in case of Inter-NodeB MultiFlow, RLC will be continuously discarding the PDU containing the Erroneous Sequence Number. Since there is no RLC RESET mechanism RLC will not be able to recover from this situation.
Some examples of issues observed on the field are listed below.
1.   RNC not re-establishing RLC after RLC-pdu-size change from flexible to fixed. After UE sent UL data with S/N=0, NW sent ACK with LSN equals to S/N prior to RLC reestablishment. RLC Erroneous Sequence Number occurred. This triggers RLC RESET on the UE side (ACK SN out of range)
2.   RLC Reset from NW after RBR with flexible-to-fixed PDU size change (at HS/EUL->HS/R99 transition), RLC Erroneous Sequence Number occurred, until UE triggered RLC RESET.
3.   RNC does not re-establish the receiving side of the corresponding RLC entity. RNC ciphers RLC PDUs for PS bearer using old HFN. RLC Erroneous Sequence Number occurred, until UE triggered RLC RESET.
4.   NW and UE have ciphering mismatch after simultaneous RB reconfiguration and RLC RESET (UL HFN out-of-sync between UE and NW). RLC Erroneous Sequence Number occurred, until UE triggered RLC RESET.
5.   Network is NAKing PDU’s without any ciphering re-configuration or SN roll over, leading to RLC Erroneous Sequence Number occurred, until UE triggered RLC RESET.
Given the observed issues, and the expectation that they may also happen during inter-NodeB Multiflow operation, it seems beneficial (from a robustness and system stability point of view) to re-introduce the possibility for the UE to trigger a RLC RESET due to Erroneous Sequence Number (i.e. reverting the change of legacy rules introduced by [1]).
Proposal 1: Re-introduce the possibility for the UE to trigger a RLC RESET due to Erroneous Sequence Number during inter-NodeB Multiflow operation.
2.1 Optimization for out-of-sync RLC STATUS PDUs during Multiflow Inter-NodeB operation 

To avoid unnecessary RLC RESETs caused by skew issues in inter-Node B Multiflow, we propose a New SUFI called COUNTER SUFI. The purpose of this new COUNTER SUFI would be to provide additional sequence information of RLC Control PDUS for the detection of “Erroneous Sequence Number”. 

COUNTER SUFI consists of SUFI (4 bits) and COUNTER (12 bits) = Total 16 bits. Usage of COUNTER SUFI would be limited to Inter NodeB MultiFlow configuration (as configured by RRC). These would be the COUNTER SUFI handling rules:
1.
COUNTER value shall be set to zero on RLC (re)establishment. 

2.
In case of Inter-NodeB MultiFlow operation, COUNTER SUFI has to be added in every CTRL PDU in the DL.

3.
COUNTER value shall be incremented on every CTRL PDU building. COUNTER is a 12bit sequence number spanning 0 to 4095 and wraps around to 0.
UE RLC can follow a simple rule: if a latest CTRL PDU is already handled, then the previous CTRL PDU which falls under Erroneous Sequence Number can be discarded without any RLC RESET.

Let us consider the following example scenario.
· Step 1: UE transmitted SN 0 to 500 in Uplink

· Step 2: Via Node-B 1, NW requested for retransmission of PDUs as part of CTRL PDU with LIST SUFI (SN, Li) pairs as {(20, 15), (301, 15)} [COUNTER Value = 0]
· Step 3: UE retransmitted PDUs (20, 15) and (301, 15) as requested in Step 2

· Step 4: While UL data is going on, via Node-B 2, NW scheduled another CTRL PDU with LIST SUFI same as Step 2 - CTRL PDU with LIST SUFI (SN, Li) pairs as {(20, 15), (301, 15)} [COUNTER Value = 1]
· Step 5: Via Node-B 2, NW retransmits CTRL PDU with LIST SUFI (SN, Li) pair as {(301,15)} [COUNTER Value = 3]
· Step 6: Via Node-b 1, NW sends CTRL PDU with ACK SN 301 and this reaches UE. [COUNTER Value = 4]
· Step 7: CTRL PDU from second NodeB (i.e. Node-B 2) in step 4 is reached to UE with LIST SUFI (SN, Li) pairs as {(20, 15), (301, 15)} [COUNTER Value = 1]
· Step 8: CTRL PDU from second NodeB in step 5 is reached to UE with LIST SUFI (SN,Li) pair as {(301,15)} [COUNTER Value = 3]
· Step 9: NW sends CTRL PDU with ACK SN 501 and this reaches UE. [COUNTER Value = 5]
· Step10: UE gets unexpected CTRL PDU with latest COUNTER value containing NAK (301, 15) [COUNTER Value = 6]
With the proposed optimization mechanism: 

· If the CTRL PDU with previous COUNTER value arrives and carries meaningful info, it will be honored and processed. 
Example:  From the above Example, CTRL PDU at step 5 from NW arrives at UE at step 8. Though COUNTER value in this CTRL PDU from Step 5 is less than that from Step 6, NAK info as part of (301, 15) is still valid and can be processed to retransmit the PDUs starting from SN=301.

· If the CTRL PDU with previous COUNTER value arrives and results in erroneous sequence number, it will be discarded without RLC RESET.
Ex: From the above example, CTRL PDU at step 4 from NW arrives at UE at step 7. Apart from COUNTER value in CTRL PDU is less than that from Step6, as the info results in “Erroneous Sequence Number”, it will be discarded without RLC RESET

· If the CTRL PDU with latest COUNTER value arrives and results in erroneous sequence number, it will be discarded with RLC RESET which helps in recovering between the peer RLC entities.
Example:  From the above example, CTRL PDU at step 10 though having the latest COUNTER value is having info which results in “Erroneous Sequence Number”. This will trigger RLC RESET apart from discarding the PDU.
In conclusion, the proposed optimization allows RLC RESET to be triggered in case of erroneous sequence number to re-sync the peer RLC entities, minimizing the problem of skew due to inter-NodeB Multiflow.
Proposal 2: RAN2 should discuss the above optimization to avoid unnecessary RLC RESETS during inter-NodeB Multiflow operation.

3
Summary and Conclusion

In conclusion, the following is proposed: 
Proposal 1: Re-introduce the possibility for the UE to trigger a RLC RESET due to Erroneous Sequence Number during inter-NodeB Multiflow operation.
Proposal 2: RAN2 should discuss the optimization described in sec. 2.2 to avoid unnecessary RLC RESETS during inter-NodeB Multiflow operation.
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