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1 Introduction
The main objective of the contribution is to identify solutions and feasible L2 protocol stack options in order to support dual-connectivity operation efficiently. The document starts with discussing the interaction between radio protocol architecture study and other dual connectivity issues, such as data routing alternatives in backhaul and data split criteria in RAN. Then several potential L2 protocol stack options for DRB are examined and compared, and the most feasible option is identified. Finally, radio protocol architecture for SRB is investigated, after analyzing RRC function coordination between macro eNB and small eNB for dual-connectivity support. Based on the analysis of the need of both DRB and SRB, a way forward is proposed for the development of L2 protocol stack for dual connectivity.
2 Discussion
2.1
Several Open Issues of Dual Connectivity Study
Figure 1 outlines our views on the scope of and interaction among several issues to be solved for supporting dual connectivity feature: L2 protocol stack options, data splitting criteria and routing alternatives.
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Figure 1
Scope of various dual-connectivity open issues
1)  Routing alternatives:
The discussion of S-GW routing vs eNB routing focuses on selecting/enabling the appropriate end and/or diverging point of S1-U path for a UE, i.e., the route of the S1 bearer part of an EPS bearer. However, the protocol stack discussion, which is the focus of this contribution, aims at selecting the path(s) for radio bearer(s) of a UE, i.e., the radio bearer part of an EPS bearer. In other words, the routing decision deals with the delivery of data from the core to the end eNB of S1-U. Once the new data arrives at the end eNB of the S1-U path, the end eNB decides how to transmit the data to the UE over air interface(s), e.g., whether to transmit the data using its own over-the-air resources only or to distribute the data to other node(s) and utilize over-the-air resources between the UE and other nodes as well. The decision of the end eNB may take into account the feasibility of various protocol stack options and data splitting criteria.

Observation 1: The study of routing alternatives, e.g., S-GW routing vs eNB routing, may focus on specifying the S1-U path for an EPS bearer.
The detailed comparison of S-GW routing and eNB routing is provided in a separate contribution [1], and will not be elaborated here.
2)  Data splitting criteria:
The main motivation of data splitting is to utilize over-the-air resources efficiently and balance the traffic load among participating nodes in the granularity of a radio bearer. Examples of data splitting criteria include: CP vs UP [4], VoIP vs BE. Various combinations of data splitting criteria and L2 protocol stack options are possible. For example, VoIP/BE split can be realized by the protocol stack option in which the data is distributed between PDCP and RLC, so that security requirements can be satisfied and the traffic QoS is balanced between macro eNB and small eNB as well.
Observation 2: The study of data splitting criteria, e.g., VoIP vs BE, may focus on allocating multiple bearers’ data across multiple nodes.
3)  L2 Protocol stack options:
The study of L2 protocol stack options enables more efficient utilization of air interfaces, and the traffic load can be distributed among participating nodes at the granularity level finer than a radio bearer. To be more specific, an eNB may apply different protocol stack options to different radio bearers, i.e., we may assume the protocol stack option is radio bearer specific instead of eNB specific. The justification of the assumption is the fact that the eNB which supports dual connectivity functionality may be required to handle some traffic locally without exploring dual connectivity feature. For example, among several radio bearers established between the macro eNB and the UE, the VoIP radio bearer may be served solely by the single protocol stack at macro eNB and no distribution of data is needed, while the BE radio bearer may be served by multiple nodes utilizing the protocol stack option “distributed between PDCP and RLC” (Option 3).
Observation 3: The study of L2 protocol stack options may focus on distributing data of a single radio bearer across multiple nodes and over multiple air interfaces, and the option may be radio bearer specific.

The radio protocol architecture options for DRB and SRB will be studied in Section 2.2 and Section 2.3 respectively.

Simplification of protocol stack implementation is possible of course if only one or a few protocol stack options need to be supported at a participating node. For example, if a small eNB is to be used under dual-connectivity scenario only and the small eNB always hosts the slave-PDCP as described in Alt.B) of [2], the protocol stack at the small eNB may be simplified to having only slave PDCP entities at the small eNB.
2.2
L2 Protocol Stack Options for DRB
Several candidate protocol stack options are studied in details below, and are categorized according to the point where the downlink data of one radio bearer starts to be distributed by the anchor node among multiple nodes. For illustration simplicity, we assume macro eNB is the anchor node, and small eNBs are non-anchor nodes. The analysis may be generalized easily if the anchor node is a small eNB. Figure 2 provides an overview of these options, and shows the full L2 protocol stack at the macro eNB. The corresponding protocol stack at the small eNB for the same radio bearer may be simplified to the portion below the distribution line.
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Figure 2
Overview of candidate L2 Protocol Stack Options
There are two potential options/interpretations of distributing data above PDCP:
Option 0: Distributed above PDCP, and one radio for one node only, as illustrated in Figure 3a.
The data of one radio bearer goes through one node’s L2 protocol stack only, and packets of RB2 are exchanged over the backhaul.
Option 1: Distributed above PDCP, and one radio bearer for multiple nodes, as illustrated in Figure 3b.
The data of one radio bearer goes through L2 protocol stacks residing over multiple nodes, and PDCP SDUs are exchanged over the backhaul.
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	Figure 3a  Option 0: one radio bearer for one node only
	Figure 3b  Option 1: one radio bearer for multiple nodes

	Figure 3
Distributed above PDCP


Option 0 requires no modification to the existing L2 protocol stack. One set of PDCP/RLC/MAC entities for each radio bearer at the corresponding network node and the UE respectively is enough. However, since the small eNB is responsible for data ciphering/deciphering, there are potential impacts on security management which may raise some concerns. To be more specific, if the same security key are used on both macro and small eNBs, it is against the current security principle. On the other hand, if different key is generated for small eNB, UE has to maintain separate security contexts for the small and the macro respectively, which may increase UE complexity noticeably. Another drawback of Option 0 is that the resource multiplexing flexibility is limited when compared with other options. One radio bearer can utilize the air interface of one node only under Option 0, while under Options 1~7 a radio bearer may take advantage of available radio resources from multiple nodes to achieve higher throughput.
Option 1 may reuse existing L2 protocol stack for both macro and small, while dual PDCP/RLC/MAC entities are needed at the UE side. Security management is still a concern for Option 1 for similar reason as for Option 0. In addition, a new interface has to be introduced above PDCP, i.e., between PDCP and higher layer (IP), and PDCP has to be modified in order to enable the exchange of PDCP SDUs through the interface between PDCP and higher layer. Functions of the new interface include at least distributing PDCP SDUs among nodes for transmission, reordering PDCP SDUs upon reception, and duplicate-detection. Considering the fact that these functions have to be introduced in addition to the existing reordering/duplicate-detection function within PDCP and/or RLC entity, Option 1 doesn’t seem to be efficient.
Note that of all 8 options studied in this section, Option 0 is the only one under the assumption of one radio bearer for one node. Options 1~7 are studied by assuming one radio bearer for multiple nodes.
Option 2 and Option 3 share similar pros and cons, and are discussed together below.
Option 2: Distributed within PDCP, as illustrated in Figure 4.
There is a full/master PDCP at the macro for both macro and small, and a partial/slave PDCP at the small eNB. The partial PDCP performs only a subset of functions of a full PDCP. Considering the security robustness, it is preferred that functions of the partial PDCP exclude security, header compression and PDCP sequence numbering. PDCP PDUs are exchanged over the backhaul.
Option 3: Distributed between PDCP and RLC, as illustrated in Figure 5.
There is a centralized PDCP at the macro for both macro and small cells. PDCP PDUs are exchanged over the backhaul.
The main difference between Option 2 and Option 3 is whether there is a partial/slave PDCP entity at the small eNB. RAN2 may evaluate whether certain PDCP functions are necessary to be performed by the partial/slave PDCP entity at the small eNB.
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	Figure 4  Option 2: Distributed within PDCP
	Figure 5  Option 3: Distributed between PDCP and RLC


Pros of both Option 2 and Option 3 include:

1) Security and header compression is controlled by the macro eNB. Therefore no concerns of security robustness.
2) A single PDCP entity for the corresponding radio bearer at the UE side, although some modifications to legacy PDCP may be needed, such as enabling one PDCP to handle two RLCs.
3) Window stalling is less likely to occur compared with Options 4 & 5, because PDCP SN space is much larger than RLC SN space.
4) No impact on the configurations of RLC parameters.
Cons of both Option 2 and Option 3 are:
1) Dual RLC entities for the corresponding radio bearer at the UE side.

2) The PDCP reordering and duplicate detection function for RLC AM RB may be performed more frequently compared to legacy PDCP entity. Although reordering and duplicate detection functions are always enabled in legacy PDCP entity, those functions are only in use at the occurrence of RLC re-establishment, e.g., due to handover procedure. Under dual connectivity, however, reordering and duplicate detection functions may always be in use by the PDCP at UE even if there is no lower layer re-establishment, since UE PDCP receives PDCP PDUs from multiple RLC entities.
3) If RLC UM RB is to be supported, reordering and duplicate detection function needs to be extended from AM only to both AM and UM.
Note that there are some similarities between Alt.B) proposed in [2] and Option 2 above, e.g., concepts of partial/slave PDCP. However, due to the security concern, we prefer that functionalities of ciphering/deciphering and header compression are also excluded from the partial/slave PDCP entity at the small eNB.
Option 4: Distributed within RLC, as illustrated in Figure 6.

There is a full/master RLC at the macro for both macro and small, and a partial/slave RLC at the small eNB. The partial RLC performs only a subset of functions of a full RLC. Functions of the partial RLC include: RLC PDU transmission and retransmission, add/modify RLC header, and re-segmentation/concatenation of RLC PDUs for the initial transmission. Small eNB may re-segment RLC PDUs for initial transmission and/or retransmissions to adapt to the real time MAC TB size. RLC PDUs are exchanged over the backhaul.
Advantages of Option 4 are: 
1) Security and header compression is controlled by macro eNB, thus no security concerns.
2) Single PDCP and RLC entities for the corresponding radio bearer at the UE side, although some modifications to the legacy RLC may be needed, such as enabling one RLC to handle two MACs.
Disadvantages of Option 4 are:

1) Additional overhead and complexity due to RLC PDU re-segmentation. When macro eNB prepares RLC PDUs for small eNB, it is challenging to determine an optimal size which achieves a good tradeoff between re-segmentation overhead (header, status PDUs, etc.) and RLC PDU header overhead.

2) Configurations of RLC timers at macro eNB are challenging due to the extra delay introduced by small eNB. For example, a larger RLC re-ordering buffer and re-ordering timer may be needed.

3) Window stalling might occur more frequently than Options 1~3, since RLC SN space is smaller than PDCP SN space. It is not preferred to increase RLC SN size to avoid window stalling because of the many specification impacts.
4) Modifications to the macro RLC may be needed, such as the timing of the RLC PDU preparation, as well as the re-segmentation of RLC PDUs at the initial transmission. According to current RLC specification [6], RLC PDUs are formed only when a transmission opportunity has been notified by MAC layer. However, in the provisioning of the backhaul delay, macro RLC may be modified to prepare RLC PDUs in advance, e.g., as soon as PDCP PDUs are available, and distribute RLC PDUs between macro and small. Consequently, both macro and small eNB RLCs may have to perform re-segmentation of RLC PDUs at the initial transmission. 
5) If RLC UM or TM RB is to be supported, RLC UM or TM has to be modified to support re-segmentation for initial transmission.
Option 5: Distributed between RLC and MAC, as illustrated in Figure 7.

There is a centralized RLC at the macro for both macro and small. RLC PDUs are exchanged over the backhaul.
The advantage of Option 5 is similar to 2) of Option 4: single PDCP and RLC entities for the corresponding radio bearer at both the network side and the UE side respectively, although some modifications to the legacy RLC may be needed, such as enabling one RLC to handle two MACs.

Disadvantages of Option 5 are also not trivial:
1) Due to the backhaul latency, RLC PDUs for the small eNB cannot be prepared according to the most up-to-date MAC TB size. Thus the radio interface between small eNB and UE is underutilized.

2) Configurations of RLC timers at macro eNB are challenging due to the extra delay introduced by small eNB. For example, a larger re-ordering timer and buffer may be needed.

3) Window stalling might occur more frequently than Options 1~3, since RLC SN space is smaller than PDCP SN space. It is not preferred to increase RLC SN size to avoid window stalling because of its many specification impacts.
4) Modifications to at the macro RLC may be needed, such as the timing of the RLC PDU preparation, as well as the re-segmentation of RLC PDUs at the initial transmission for macro RLC, as explained in 4) of Option 4.
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	Figure 6  Option 4: Distributed within RLC
	Figure 7  Option 5: Distributed between RLC and MAC


Option 6: Distributed within MAC.

Similar to CA, a single MAC performs the centralized scheduling at the macro, and there is one HARQ entity for each cell. Consequently the protocol stack of CA may be largely reused. However, the centralized MAC scheduling is difficult and not efficient for non-ideal backhaul.
Option 7: Distributed under MAC.

Similar to Rel-11 CoMP, a single MAC at the macro performs the centralized scheduling for both macro eNB and small eNB, and the MAC is not aware of multiple nodes. Legacy L2 protocol stack may be largely reused, but the option is difficult for non-ideal backhaul.
Table 1 summarizes pros and cons of candidate options discussed above.

One major objective of dual connectivity technique is to provide higher throughput by fully utilizing the air interface between small eNB and UE. Therefore neither window stalling nor underutilization of air interface is desired, and unnecessary overhead shall be avoided or reduced whenever possible. In addition, security robustness is also important. Considering these factors, the analysis above shows that Option 2 or Option 3 may provide the better overall solution.

Proposal 1: RAN2 is kindly requested to further evaluate the following L2 protocol stack options of DRB to support dual connectivity:
Option 2: Distributed within PDCP: 1) a full/master PDCP at the macro for both macro and small cells; 2) a partial/slave PDCP at the small cell. The functions of the partial PDCP exclude: security, header compression, PDCP sequence numbering.

Option 3: Distributed between PDCP and RLC: a centralized PDCP at the macro for both macro and small cells.
Table 1
Comparison of Candidate L2 Protocol Stack Options
	Option
	Pros
	Cons

	Option 0: Distributed above PDCP (one radio bearer for one node only)
	No modification to the existing L2 protocol stack is needed.
	1) Security concern;

2) Resource multiplexing flexibility.

	Option 1: Distributed above PDCP (one radio bearer for multiple nodes)
	Existing L2 protocol stack can be largely reused for both macro and small, except enhancements related to the new interface between PDCP and higher layer.
	1) Security concern;
2) A new interface has to be introduced above PDCP;
3) PDCP at macro and small has to be modified in order to enable the exchange of PDCP SDUs through the interface between PDCP and higher layer.

4) Dual PDCP and RLC at UE; 

	Option 2: Distributed within PDCP
	1) Better security robustness;
2) single PDCP at UE;
3) Window stalling less likely;
4) No impact on RLC configurations;
	1) Dual RLC entities at UE; 
2) More frequent usage of reordering and duplicate detection function by UE PDCP;
3) If RLC UM RB is to be supported, add reordering and duplicate detection to UM.

	Option 3: Distributed between PDCP & RLC
	1) 
	1) 

	Option 4: Distributed within RLC
	1) Better security robustness;
2) Single PDCP and RLC at UE;
	1) Additional overhead and complexity due to re-segmentation;

2) RLC configuration difficulty, e.g., re-ordering buffer and re-ordering timer;

3) Window stalling more frequently;
4) Modifications to macro RLC: RLC PDU preparation timing, re-segmentation at the initial transmission. Modifications to small eNB RLC: re-segmentation at initial transmission; 
5) If RLC UM or TM RB is to be supported, add re-segmentation to RLC UM or TM for the initial transmission.

	Option 5: Distributed between RLC and MAC
	Single PDCP and RLC at both the network side and UE side respectively.
	1) Radio interface underutilization: mismatch between RLC PDU size and MAC TB size;
2) RLC configuration difficulty, e.g., re-ordering buffer and re-ordering timer;

3) Window stalling more frequently;
4) Modifications to macro RLC: RLC PDU preparation timing, re-segmentation at the initial transmission;

	Option 6: Distributed within MAC
	Reuse CA protocol stack.
	Difficult and not efficient for non-ideal backhaul.

	Option 7: Distributed under MAC
	Reuse existing L2 protocol stack. 
	Difficult for non-ideal backhaul.


2.3
L2 Protocol Stack Options for SRB
There are two major RRC related issues that need to be addressed in order to support dual connectivity, as shown in Figure 8. One challenge is about how to coordinate/allocate RRC functions between macro eNB and small eNB, including the management of RRC connections, the generation of RRC messages, etc. The other challenge is how to transmit RRC messages from network nodes (macro and/or small) to UE. Those two challenges are analyzed in more details below. 
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Figure 8
RRC related issues for dual-connectivity support
2.3.1

RRC Functions Coordination

If a UE is within the coverage of one node only, e.g., the small eNB, the legacy RRC functions/protocols is sufficient to manage the single connectivity. The discussion below focuses on the situation of supporting UE with dual connectivity capability/potentials, i.e., a UE is within the coverage of both macro and small eNBs. As of UE’s initial state, it is reasonable to assume that the UE is connected with one node first, and then transit from single connectivity o dual connectivity if configured by the network. Two possible cases and procedures for UE’s transition from single connectivity to dual connectivity operation are:

Case 1: UE is connected with macro eNB initially, and then detects the small eNB.
Transition procedures 1: Macro configures UE with necessary information, e.g., SIB, RACH dedicated preamble, to access small eNB in preparation for dual connectivity operation. The UE then becomes ready to exchange data with both the small eNB and the macro eNB.
Case 2: UE is connected with small eNB initially, and then detects the macro eNB.

Transition procedures 2: UE is “moved” from small eNB to macro eNB through handover procedure first. Then macro may configure the UE for dual connectivity operation with small eNB through procedures similar to Transition procedures 1 or simplified procedures, since certain information of small eNB is known to the UE already.
It is worth pointing out that the handover from small eNB to macro eNB may be unavoidable for dual connectivity operation under Case 2, because UE’s anchor node has to be the macro eventually for the benefit of mobility performance benefit at least. Therefore, the handover from small to macro at the beginning of Transition procedures 2 is not unnecessary, and may simplify the overall transition procedures for both cases.
Once a UE is configured with dual-connectivity operation capability, RRC functions for the UE may be handled by macro or small or both. The analysis of relevant RRC functions [5] is summarized in Table 2, in the effort to answer two questions:
1. Which RRC functions are preferred to be handled locally, either by macro eNB or by small eNB?

2. Which node is responsible for the generation of RRC messages sent to the UE, and the response to the RRC messages received from the UE? This node may utilize other node’s air interface for RRC messages transmission.

As it is shown in Table 2, there are no RRC functions which require the small eNB to be the dominant node in charge. Actually it seems that it is feasible to rely on macro eNB generating RRC messages for the UE and responding RRC messages from the UE. Certain RRC functions may be performed by the small eNB, but not RRC messages preparations.

Proposal 2: Macro eNB generates RRC messages for the UE and responds RRC messages from the UE under dual connectivity.

Proposal 3: The RRC related functions which may be handled by the small eNB locally include: C-RNTI assignment, RLF detection and recovery (partial), RRM (partial), and radio configuration control (partial).
Table 2
RRC Function Coordination between Macro and Small Cells
	Preferred eNB
	RRC functions
	Note

	Macro
	Broadcast of system information
	Small eNB may provide inputs to Macro eNB.

	
	Paging
	

	
	Initial security activation
	

	
	RRC connection mobility
	

	
	Inter-RAT mobility
	

	
	Access class barring
	

	
	Establishment/modification/release of DRBs
	It is preferred that MME communicates with one network node only.

	
	Cell management under CA
	

	
	QoS control
	Macro and small may negotiate/ coordinate QoS parameters before sending related configuration to UE.

	
	Measurement configuration and reporting
	Macro may be required to inform small the measurement gap configurations.

	
	Misc functions, e.g. transfer of dedicated NAS information and non-3GPP dedicated information, transfer of UE radio access capability information, support for E-UTRAN sharing;
	

	Macro or small
	Establishment/modification/release of RRC connection
	Depending on whether there is separate RRC connection between UE and small, in addition to the RRC connection between UE and macro.

	
	Assignment/modification of UE identity (C-RNTI)
	C-RNTI may be assigned by both macro and small independently.

	
	Radio configuration control, e.g., configurations of ARQ, HARQ, and DRX.
	The other node may provide inputs to the node which prepares RRC messages. Coordination between both nodes is needed.

	
	Generic protocol error handling
	Depending on the source of messages.

	Macro and small jointly
	Recovery from radio link failure
	Detection of RLF may be needed at small, but the recovery procedure can be handled by the macro or partially by the small. E.g., once the small eNB detects that max number of RLC retx is reached, RACH can be initiated to recover the link as the first attempt. The RLF occurrence is required to be reported by small to macro.

	
	PUCCH, SRS resources
	Small eNB makes the decision but needs to inform macro about it, so that RRC messages can be prepared accordingly.


2.3.2

L2 Protocol Stack Options for RRC Messages Transmission
Based on the analysis and proposals in Section 2.3.1, we assume that RRC messages are generated and responded by the RRC entity at macro eNB for dual-connectivity operations. If RRC messages are transmitted to UE over the air interface between macro and UE only, the solution of single L2 protocol stack at both macro eNB and UE respectively is sufficient, as shown in Figure 9a. If the transmission of RRC messages may utilize the channel resources between small eNB and UE, the discussion and comparison of various L2 protocol stack options in Section 2.2 applies in general with the data source being the RRC entity at the macro. However, the need for transmitting RRC messages of one RRC connection over multiple nodes has to be justified first. In particular, two questions shall be addressed:

1. Is it necessary to distribute the transmission of RRC messages among more than one node?
2. Is it necessary to transmit to the UE the same RRC message from more than one node?
The answers to both questions above seem to be ‘yes’. Consider the situation when UE is deeply inside the small cell coverage and both macro and small communicate with UE on the same carrier. It may be difficult for macro to reach UE reliably, and consequently it is beneficial for the UE to receive RRC messages with small eNB as well, although those RRC messages are generated/responded by the macro eNB RRC entity only.  Therefore, RRC messages generated by the macro has to be transmitted to UE through small eNB sometimes. In addition, the transmission of the same RRC message from both macro and small eNBs may further exploit channel diversity and expedite the timely delivery of the RRC message to UE, which was also referred to as “signalling diversity” in [3].
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	Figure 9a  Tx from macro only
	Figure 9b  Tx from macro and/or small

	Figure 9
RRC messages transmission for dual-connectivity support


Regarding the L2 protocol stack to be used for RRC messages transmission, Option 2 (Distributed within PDCP) or Option 3 (Distributed between PDCP and RLC) are the better choices. It is because the duplicate detection function of the legacy PDCP at the macro is already capable of eliminating extra copies of RRC messages if there is any. Use Option 3 (Distributed between PDCP and RLC) as an example, which is illustrated in Figure 9b. Once an RRC message is prepared by the macro RRC, the macro PDCP will perform sequence numbering, integrity protection, and other applicable operations on the message, and prepares the RRC message into one PDCP PDU. The macro PDCP then may assign the PDCP PDU to the RLC entity at either macro or small or both for transmission towards UE, depending on the channel quality and node traffic load. The PDCP at UE will extract a single copy of the corresponding PDCP SDU and submit one RRC message to the UE RRC.
Problems of Option 1 (Distributed above PDCP, one radio bearer for multiple nodes) are the security management and the new interface to be introduced between PDCP and RRC. One possible alternative to Option 1 is to incorporate the new interface into RRC entity, i.e., new RRC functions capable of distributing RRC messages among multiple nodes for transmission, and duplicate detection upon receiving RRC messages from multiple nodes. However, the complexity of those new functions has to be further evaluated.
The main drawback of Option 4 (Distributed within RLC) or Option 5 (Distributed between RLC and MAC) is the latency or inefficiency when preparing RRC messages into RLC PDUs. If the RLC entity at the macro follows the requirement on the timing of generating RLC PDUs according to current RLC specification [6], i.e., RLC PDUs are formed only when a transmission opportunity has been notified by MAC layer, the small eNB always delivers RRC messages to the UE later than the macro does by at least the backhaul delay. Since RRC messages are more time-sensitive than regular data, the extra latency is not desired. If the RLC entity at the macro modifies legacy RLC operations and prepares RLC PDUs in advance, e.g., as soon as a PDCP PDU becomes available, the latency may be reduced but the overhead will increase. Basically the RLC PDU size is determined by the size of RRC message instead of the MAC TB size. The mismatch of sizes between RLC PDU and MAC TB will lead to re-segmentation at initial transmission, which is not supported by the legacy RLC yet, as well as at retransmissions. In addition, the mismatch also leads to unnecessary/avoidable RLC headers, which contribute to the inefficiency of both options.
Therefore, if RRC messages transmission will utilize the air interface between small eNB and UE, Options 2 and 3 are the preferred L2 protocol stack.

Proposal 4: The RRC messages transmission to the UE may be supported by a single L2 protocol stack at the macro, or a dual L2 protocol stack at both macro and small cells distributed within PDCP or between PDCP and RLC, i.e., Option 2 or Option 3.

3 Conclusion
Based on the discussion in Section 2.1, the following observations are made regarding the scope of and interaction among several dual-connectivity open issues:
Observation 1: The study of routing alternatives, e.g., S-GW routing vs eNB routing, may focus on specifying the S1-U path for an EPS bearer.
Observation 2: The study of data splitting criteria, e.g., VoIP vs BE, may focus on allocating multiple bearers’ data across multiple nodes.
Observation 3: The study of L2 protocol stack options may focus on distributing data of a single radio bearer across multiple nodes and over multiple air interfaces, and the option may be radio bearer specific.
The analysis in Sections 2.2 and 2.3 shows that radio protocol architecture enhancements are needed in order to support efficient dual-connectivity operations. Main proposals are:
Proposal 1: RAN2 is kindly requested to further evaluate the following L2 protocol stack options for DRB to support dual connectivity:
Option 2: Distributed within PDCP: 1) a full/master PDCP at the macro for both macro and small cells; 2) a partial/slave PDCP at the small cell. The functions of the partial PDCP exclude: security, header compression, PDCP sequence numbering.

Option 3: Distributed between PDCP and RLC: a centralized PDCP at the macro for both macro and small cells.
Proposal 2: Macro eNB generates RRC messages for the UE and responds RRC messages from the UE under dual connectivity.
Proposal 3: The RRC related functions which may be handled by the small eNB locally include: C-RNTI assignment, RLF detection and recovery (partial), RRM (partial), and radio configuration control (partial).

Proposal 4: The RRC messages transmission to the UE may be supported by a single L2 protocol stack at the macro, or a dual L2 protocol stack at both macro and small cells distributed within PDCP or between PDCP and RLC, i.e., Option 2 or Option 3.
It can be seen from Proposal 1 and Proposal 4 that Option 2 (Distributed within PDCP) and Option 3 (Distributed between PDCP and RLC) are the preferred L2 protocol stack options for both DRB and SRB. Therefore,
Proposal 5: RAN2 is kindly requested to focus on either Option 2 (Distributed within PDCP) or Option 3 (Distributed between PDCP and RLC) as the radio protocol architecture for dual connectivity operation.
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