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1
Introduction
Identification and evaluation of benefits of dual-connectivity is included in the objectives of the study item [1]. Also, several companies have already indicated dual-connectivity between MeNB and SeNB as one of the possible enhancements to be considered in the study item. Last but not least, dual-connectivity can be seen as a potential solution to address some of the challenges discussed in RAN2 email discussion [5], but also as a one source of challenges i.e. how to realize dual-connectivity. 

In this contribution we focus on U-plane aspects of dual-connectivity with non-ideal backhaul between macro eNB (MeNB) and small cell eNB (SeNB). We present different U-plane data split options for EPS bearers and protocol architectures for dual-connectivity, and discuss their main advantages and disadvantages. More specifically, with reference to the dual-connectivity scenarios presented and discussed in [3], we focus on dual-connectivity with dual radio connection (i.e. UE has physical radio connection to two different network nodes and can receive/transmit U-plane data from/to both MeNB and SeNB – though not necessarily at the same time).


2
Data split options
As already discussed in e.g. [6], [7] and [8], the main question addressed in this section is where U-plane data should be split in case of dual-connectivity with dual radio connection [3]. Considerations are also done for the uplink, i.e. if dual-connectivity in uplink with U-plane data transmission to both MeNB and SeNB (not necessarily simultaneously) also needs to be supported. For splitting the U-plane data in downlink several options exist (see Figure 1):
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Fig. 1: Summary of possible data split options
· Option 1:
data split above MeNB / in the EPC 
· One EPS bearer being restricted to one transmitting node only, i.e. it is not possible to transmit data from one EPS bearer across multiple transmission nodes (S1-U path switch needed in S-GW)
· Option 2:
data split in the MeNB
· Option 2.1: transmission of one EPS bearer being restricted to one node only (bearer “redirection” in MeNB is required)
· Option 2.2: one EPS bearer can be transmitted over multiple nodes
NOTE:
If data split Option 2.2 is supported it would still be possible to restrict transmission of one EPS bearer from one node only (eNB implementation specific)
The main benefits and drawbacks of Option 1 (data split above MeNB) are:
+ 
Offloading enhancements
Delays for configuring a UE in dual-connectivity between MeNB and SeNB are expected to be comparable to the delays experienced when performing a legacy handover (HO) procedure between MeNB and SeNB. However, when a UE is configured in dual-connectivity mode the offloading delays are expected to be somewhat reduced compared to legacy HO. Moreover, offloading of data depending on the QoS requirements is a possible area of enhancement (e.g. VoIP via MeNB and best effort traffic via SeNB [5]). Offloading enhancements refer to the offloading of radio resources. Offloading of transport and processing resources is also considered in the analysis of pros and cons of different data split options and/or protocol.
+
No need to route all traffic to MeNB [10]
+
Offloading of eNB processing resources
-
No/very limited CA enhancements in Scenario #2 (not possible to split data from one EPS bearer between different nodes)  
End-user throughput enhancements are only possible due to access to larger bandwidth (no fast load balancing) and in presence of multiple radio bearers all having high data rate requirements (e.g. multiple best effort bearers). As an example, having VoIP bearer via MeNB and best effort bearer via SeNB will not help the best effort bearer to experience higher throughput.
-
Mobility in small cell cluster area is not hidden to CN (S1-U path switch needed in S-GW). 
-
Logical channel prioritisation impacts (to enforce the bearer mapping limitation in uplink, i.e. U-plane data from one specific EPS bearer needs to be transmitted towards a specific node using a specific uplink)
· UE needs to be provided with multiple sets of security keys from multiple transmission nodes (since this option implies that for each EPS bearer, the transmitting node terminates all air-interface protocols for that bearer). It is FFS how big of an issue this is as legacy solution already supports separate security keys for U-plane and C-plane (though all residing in a single node).
The main benefits and drawbacks of Option 2.1 (data split in MeNB, bearer mapping limitation) are:
+ 
Offloading enhancements
+
Reduced signalling load towards CN related to SeNB mobility – mobility between SeNBs connected to the same MeNB (as well as mobility between SeNBs and the MeNB they are connected to) is hidden to CN
-
Need to route all traffic to MeNB [10]
· Concentrate U-plane data processing into the MeNB
-
No/very limited CA enhancements in Scenario #2 (not possible to split data from one EPS bearer between different nodes)
The main benefits and drawbacks of Option 2.2 (data split in MeNB, no bearer mapping limitation) are:
+ 
Offloading enhancements
+
Reduced signalling load towards CN related to SeNB mobility (see Option 2.1)
+
CA enhancements in Scenario #2 (possible to split data from one EPS bearer between different nodes) [2]
Realising inter-site CA with non-ideal backhaul in Scenario #2 can provide higher downlink end-user throughput and capacity due to access to higher bandwidth, as well as increased scheduling flexibility by utilising radio resources in more than one eNB (including fast load balancing between MeNB and SeNB layers) [5]. Of course CA enhancements are only practicable in Scenario #2 and assuming CA capable terminals. It should also be noted that CA gains due to fast load balancing between MeNB and SeNB layers also depends on the latency experienced over the non-ideal backhaul (the lower the latency, the higher the fast load balancing gains).

+
Relaxed requirements for SeNB mobility management in Scenario #2 [4]
Always having a reliable connection to the MeNB makes the SeNB mobility management easier, i.e. somehow relaxed requirements for SeNB mobility management. More details can be found in [4] 

-
Need to route all traffic to MeNB [10]
· Concentrate U-plane data processing into the MeNB
Observation 1: There exist different alternatives to split U-plane data to realise dual-connectivity - data split above MeNB (Option 1) and data split in the MeNB (Option 2). In this contribution, Option 2 is split to Option 2.1 with radio bearer mapping limitation and Option 2.2 without radio bearer mapping limitation (i.e. transmission of one EPS bearer being restricted, or not being restricted, to one node only). Each data split option has its advantages and disadvantages.
Observation 2: Option 2.2 presents all the benefits and drawbacks of Option 2.1, but can additionally achieve CA enhancements in Scenario #2. The difference between Option 2.2 and Option 2.1 is essentially in the U-plane radio-protocol architecture that can support the corresponding data split option.

U-plane radio-protocol architectures are discussed in more detail in Section 3.

3
Considerations on U-plane radio-protocol architecture
In this section we present different air-interface protocol architectures that can be used to realise dual-connectivity with non-ideal backhaul, and discuss their pros and cons also with respect to the data split options presented in Section 2.
3.1
Master-slave RLCs 

This architecture option, shown in Figure 2, assumes data split in MeNB and enables also splitting of a single EPS bearer for transmission by both eNBs, i.e. it supports data-split options 2.1 and 2.2 above. While requiring only one RLC entity in the UE for the EPS bearer, on the network side the RLC functionality is distributed between the nodes involved, with a “slave RLC” operating in the SeNB.
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Fig.2: Example illustration of master-slave-RLCs protocol configuration 
for the case with an EPS bearer being split between MeNB and SeNB
In downlink, the slave RLC takes care of the delay-critical RLC operation needed at the SeNB: it receives from the master RLC at the MeNB readily built RLC PDUs (with Sequence Number already assigned by the master) that the master has assigned for transmission by the slave, and transmits them to the UE. The custom-fitting of these PDUs into the grants from the MAC scheduler is achieved by re-using the currently defined re-segmentation mechanism, i.e. when needed, a PDU received from the master is transmitted over more than one AMD PDU Segments (for AM bearers), or if applied to UM bearers, their newly adopted “UMD PDU Segment” counterparts.

In uplink, at simplest the slave RLC simply forwards everything that it receives from the UE to the master in the MeNB, i.e. the master RLC can be in charge of ARQ, and the slave RLC need not buffer PDUs that it has transmitted to the UE.

With regard to standards impact (or lack of), at least the following can be identified:

+/- PDCP termination remains at one eNB. This means that there seems to be no impact to current security principles. On the other hand, this keeps the buffering burden in case of handover at the MeNB, and on the other side, no PDCP forwarding is needed at change of SeNB as long as the network-side point of PDCP termination need not change. This also tends to concentrate processing into the MeNB – which also applies on account of RLC.
+ 
No impact to UE MAC’s uplink logical channel prioritization, i.e. as today, the UE is free to transmit any bearer to any serving cell (SeNB simply forwards everything to MeNB, where RLC reordering takes place).

+ 
RLC’s ARQ terminated at MeNB and UE also covers packet loss between MeNB and SeNB
-
Possible need to extend RLC’s SN space (and hence reordering window) because the transmission branch via the SeNB adds to RLC’s RTT.

-
Use with RLC UM requires adoption of UMD PDU Segment
-
Requires deviating from the current principle of only one new RLC data PDU per RLC bearer per MAC PDU. However, it needs to be discussed whether this actually implies heavier processing requirements on the UE, or whether scheduling principles can take into account what UEs today must be able to handle (each of a maximum of 10 radio bearers in every TTI).
· For transfer between the eNBs, need to define RLC PDU as a possible T-PDU in GTP-U.
3.2
Independent RLCs
The independent RLCs option in Figure 3, like the previous option, assumes data split in MeNB and enables also splitting of a single EPS bearer for transmission by both eNBs. In contrast, there is a separate and independent RLC bearer, also at UE side, per eNB configured to deliver PDCP PDUs of the PDCP bearer, terminated at the MeNB.
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Fig.3: Example illustration of independent-RLCs protocol configuration with PDCP
 in MeNB only for the case with an EPS bearer being split between MeNB and SeNB
A variant to this approach would be to adopt as suggested in [9] a master-slave PDCP approach where each eNB would have a PDCP layer, but for the bearer routed to the SeNB, the Master-PDCP of the MeNB would for instance manage the PDCP SN (re-ordering) while the Slave-PDCP in SCeNB would then manage other functions of PDCP, including security.
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Fig.4: Example illustration of independent-RLCs protocol configuration with PDCP
 split between MeNB and SeNB for the case with an EPS bearer being split
between MeNB and SeNB
With regard to standards impact (or lack of), at least the following can be identified:

+/-
PDCP termination remains at one eNB: for implications, see previous option, the difference being that now some more of RLC processing is offloaded from MeNB to SeNB.
- 
Because RLC at the SeNB and the PDCP are no longer co-located, a new mechanism is needed for providing PDCP at the MeNB indications of successful PDU delivery from the SeNB.

- 
For uplink data transmission, ​impact to UE MAC’s uplink logical channel prioritization is foreseen, i.e. it needs to be ensured that data of a given RLC is transmitted to the node terminating that radio bearer. (In addition, the UE needs to somehow decide what data to transmit on what RLC.)

- 
Unlike in the previous option, a new mechanism is needed to resolve packet loss between the MeNB and the SeNB: currently GTP-U/UDP/IP does not provide reliable delivery of data, and such packet loss will not be recovered by RLC’s ARQ because RLC for that branch is terminated at the SeNB.

· For an EPS bearer split for transmission by both eNBs: the PDCP reordering functionality finally needs to provide the in-sequence delivery to the higher layers, not only at lower-layer re-establishment as currently specified.  Typically, the PDCP at the UE needs to wait for any missing PDUs to be received before delivering data to higher layer, if in-sequence delivery is expected. In this case, a new mechanism is needed for PDCP at the UE to conclude when to ignore a reception gap (which may still occur, e.g. at handover without forwarding).
3.3
Independent PDCPs

The independent PDCPs option in Figure 5 does not support splitting of a single EPS bearer for transmission by MeNB and SeNB (unless a new protocol would take care of reordering).  Therefore, this option is applicable to realize transmission of one EPS bearer by one node only. The transmission of different bearers may still happen simultaneously or non-simultaneous, each bearer either from a MeNB or from a small cell. Each eNB terminates the currently defined air-interface U-plane protocol stack completely per bearer.

With regard to standards impact (or lack of), at least the following can be identified:

+
There is little or no impact to PDCP/RLC and GTP-U/UDP/IP as currently specified

+/-
Different PDCP bearers of a UE can be terminated in different eNBs, which has some implications. There is now no need for MeNB to buffer packets for an EPS bearer transmitted by the SeNB, but on the other hand every change of SeNB can come with change of PDCP termination point. Also, unlike currently, the UE will have to be provided with security keys of more than one eNB at one time.

· For uplink data transmission, ​impact to UE MAC’s uplink logical channel prioritization is foreseen, i.e. it needs to be ensured that data of a given bearer is transmitted to the node terminating that bearer.
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Fig.5: Example illustration of independent PDCPs protocol configuration
for the case with radio bearer level split between MeNB and SeNB 
Based on the analysis of different protocol architectures supporting dual-connectivity (summarized in Table 1), we conclude that there is no protocol architecture that can (optimally) support all data split options. 
Observation 3: there is no single U-plane radio-protocol configuration that can (optimally) support all data split options.
For an EPS bearer restricted to be transmitted from one node only (Options 1 and 2.1), our analysis shows that independent PDCPs at MeNB and SeNB is most likely the protocol architecture with the best trade-off between benefits and drawbacks, and with U-plane data split above the MeNB (Option 1), the only practicable protocol architecture. However, with U-plane data split in the MeNB (Option 2.1) also independent RLCs and master-slave RLCs are feasible solutions, although they concentrate processing into the MeNB and potentially have larger impact to PDCP/RLC.
For an EPS bearer configured for transmission from multiple nodes, master-slave RLCs protocol architecture represents a valid alternative to independent RLCs (despite it concentrates some more of RLC processing in the MeNB).
	Table 1: Summary of the main pros and cons and the interrelations between 
various data split options and higher layer protocol architectures

	
	Master-slave RLCs
	Independent RLCs
	Independent PDCPs

	Data split option 1

· Offloading enhancements

· No need to route all traffic to MeNB
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	Not applicable
	Not applicable
	+
little or no impact to PDCP/RLC and 
GTP-U/UDP/IP
+/-
no need for MeNB to buffer or process packets for an EPS bearer transmitted by the SeNB, but data forwarding needed between SeNBs
-
logical channel prioritisation impacts for the transmission of uplink data
-
multiple sets of security keys

	Data split option 2.1

· Offloading enhancements

· Hide SeNB mobility to CN
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	+ 
one set of security keys

· no impact to logical channel prioritization in uplink  (SeNB simply forwards everything to MeNB)packet loss between MeNB and SeNB covered by RLC’s ARQ
· extension of RLC SN space may be needed to tackle Xn latency.

-
application with RLC UM requires adoption of UMD PDU Segment 

-
requires deviating from the current principle of only one new RLC data PDU per RLC bearer per MAC PDU

· need to define RLC PDU as a possible T-PDU in GTP-U.

-/+
also for an EPS bearer transmitted only by the SeNB: need MeNB to buffer and process packets, but no data forwarding needed between SeNBs
	+ 
one set of security keys

-/+
also for an EPS bearer transmitted only by the SeNB: need MeNB to buffer and process packets, but no data forwarding needed between SeNBs
-
logical channel prioritisation impacts for the transmission of uplink data
-
need to resolve packet loss between MeNB and SeNB, i.e. applicability of GTP-U/UDP/IP unclear
-
PDCP at MeNB needs to be provided with indications of successful PDU delivery from the SeNB

	+ 
little or no impact to PDCP/RLC and 
GTP-U/UDP/IP
+/-
no need for MeNB to buffer packets for an EPS bearer transmitted by the SeNB, but data forwarding needed between SeNBs
-
logical channel prioritisation impacts for the transmission of uplink data
-
multiple sets of security keys

	Data split option 2.2

· Offloading enhancements

· CA enhancements in Scenario #2
· Hide SeNB mobility to CN
· Relaxed requirements for SeNB mobility management in Scenario #2
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	+
maintains current functional split between PDCP and RLC (reordering, reception-gap handling)

+ 
one set of security keys

+ 
no impact to logical channel prioritization in uplink (SeNB simply forwards everything to MeNB)

· packet loss between MeNB and SeNB covered by RLC’s ARQ

-
extension of RLC SN space may be needed to tackle Xn latency.

-
application with RLC UM requires adoption of UMD PDU Segment 

-
requires deviating from the current principle of only one new RLC data PDU per RLC bearer per MAC PDU
· need to define RLC PDU as a possible T-PDU in GTP-U
	+ 
one set of security keys

+ 
offloads RLC processing from MeNB to SeNB
-
PDCP to become responsible for reordering and new mechanism needed for PDCP at the UE to conclude when to ignore reception gap (at HO without forwarding)
-
logical channel prioritisation impacts for the transmission of uplink data
-
need to resolve packet loss between MeNB and SeNB, i.e. applicability of GTP-U/UDP/IP unclear
-
PDCP at MeNB needs to be provided with indications of successful PDU delivery from the SeNB

	-
does not work with splitting of a single EPS bearer for transmission by MeNB and SeNB (unless a new protocol would take care of reordering)



Observation 4: Independent PDCPs protocol architecture can effectively support data split options 1 and 2.1.

Observation 5: Master-slave-RLCs and independent RLCs protocol architectures (with PDCP in MeNB only or PDCP split between MeNB and SeNB) can effectively support data split option 2.2, and at the same time can also support data split option 2.1 (though with additional processing at MeNB and potentially larger impact to PDCP/RLC compared to independent PDCPs protocol architecture).

The data split options presented in Section 2 (and the corresponding protocol architectures discussed in Section 3) are not necessarily mutually exclusive, though it would naturally require more standardization and implementation effort to support multiple protocol architecture in both eNB and UE. Therefore we propose that RAN2 (also based on the pros and cons analysis summarized in Table 1) discusses and decides which data split option(s) (and corresponding protocol architecture(s)) should be supported.
Proposal 1: Capture into the TR the discussion summarized in Table 1 on various protocol architectures for dual-connectivity and their applicability to different data split options, pros and cons, etc.
4
Conclusions
In this contribution we presented and discussed benefits and drawbacks of various U-plane data split options and radio-protocol architectures to support dual-connectivity in the SeNB enhancement scenarios. Based on the presented analysis we made the following observations and conclusions: 

Observation 1: There exist different alternatives to split U-plane data to realise dual-connectivity - data split above MeNB (Option 1) and data split in the MeNB (Option 2). In this contribution, Option 2 is split to Option 2.1 with radio bearer mapping limitation and Option 2.2 without radio bearer mapping limitation (i.e. transmission of one EPS bearer being restricted, or not being restricted, to one node only). Each data split option has its advantages and disadvantages.
Observation 2: Option 2.2 presents all the benefits and drawbacks of Option 2.1, but can additionally achieve CA enhancements in Scenario #2. The difference between Option 2.2 and Option 2.1 is essentially in the U-plane radio-protocol architecture that can support the corresponding data split option.

Observation 3: there is no single U-plane radio-protocol configuration that can (optimally) support all data split options.
Observation 4: Independent PDCPs protocol architecture can effectively support data split options 1 and 2.1.

Observation 5: Master-slave-RLCs and independent RLCs protocol architectures can effectively support data split option 2.2, and at the same time can also support data split option 2.1 (though with additional processing at MeNB and potentially larger impact to PDCP/RLC compared to independent PDCPs protocol architecture).

Proposal 1: Capture into the TR the discussion summarized in Table 1 on various protocol architectures for dual-connectivity and their applicability to different data split options, pros and cons, etc.
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