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1
Introduction

One the functional aspects of the Multiflow data transmission is that it can be configured either for the intra-Node B transmission or inter-Node B. In the latter case, two different Node Bs are involved into the data transmission and a UE is configured with two MAC-ehs entities, as opposed to the legacy MC-HSDPA transmission when only one MAC-ehs entity is present. Having two separate MAC-ehs entities, it is not clear how the existing rules in TS 25.321 [1] should be applied. In particular, there is a need to clarify the maximum number of re-ordering SDUs per a single TTI, and from how many priority queues a UE can receive SDUs in one TTI. 

In this paper, we present our considerations on the aforementioned issue and suggest a way on how to specify the maximum number of re-ordering SDUs per the MAC-ehs entity.

2
Number of MAC-ehs re-ordering SDUs

2.1 Intra-Node B Multiflow

In case of the intra-Node B Multiflow, there is only one MAC-ehs entity, as in the MC-HSDPA case. Thus, all the existing rules can be applied without any changes, meaning the maximum number of SDUs is governed by parameters, such as the total number of secondary carriers, whether MIMO is on, etc. The same holds for the maximum number of MAC-ehs priority queues, from which a UE can receive SDUs in one TTI. 

Proposal 1a: For the intra-Node B Multiflow case, the maximum number of MAC-ehs re-ordering SDUs  is the same as for the correspondent MC-HSDPA configuration scenario. 

Proposal 1b: For the intra-Node B Multiflow case, a UE can receive MAC-ehs SDUs from up to 3 different priority queues. 

2.2 Inter-Node B Multiflow

As mentioned earlier, in the inter-Node B Multiflow case, there are two MAC-ehs entities. Before delving into the details of our proposal, we present the existing requirements one can find at the moment in TS 25.321 [1]. As presented in Table 1 below, the maximum number of re-ordering SDUs is either 26 (up to two carriers with no MIMO) or 44 (two carriers with MIMO, or more more than two carriers with/without MIMO). 

Table 1 – The maximum number of MAC-ehs re-ordering SDUs in the legacy MC-HSDPA case.

	Configuration scenario
	Total number of cells
	MIMO

	
	
	OFF
	ON

	HSDPA
	1
	26
	26

	DC-HSDPA
	2
	26
	44

	3C/4C-HSDPA
	3/4
	44
	44


Since the maximum number of MAC-ehs SDUs presented in Table 1 was a result of a careful choice that accounts for many tradeoffs, we can take an exactly the same approach bearing in mind that cells are spread between two MAC-ehs entities in the inter-Node B Multiflow. As a result, in the inter-Node B SF-DC, there are two MAC-ehs entities each of which having just one cell. In turn, it yields a requirement of having up to 26 SDUs per the MAC-ehs entity. In case of DF-4C, there are two MAC-ehs entities, each of which has two cells. Even though there are four cells in total, there are two cells per each MAC-esh entity thus making it possible to keep the requirement of up to 26 MAC-ehs SDUs per each MAC-ehs entity. In case of DF-4C + MIMO, there should be 44 SDUs per the MAC-ehs entity, as in the DC-HSDPA + MIMO configuration in Table 1. These considerations are summarized in Table 2 below, where both the total number of cells and the number of cells per MAC-ehs entity are presented. 

Table 2 – The maximum number of MAC-ehs re-ordering SDUs for the inter-Node B Multiflow case.

	Configuration scenario
	Total number of cells
	Number of cells per each MAC-ehs
	MIMO

	
	
	
	OFF
	ON

	SF-DC
	2
	1
	26
	26

	DF-3C/4C
	3/4
	1/2
	26
	26/44


It is worth noting that failing to provide a sufficiently large number of re-ordering MAC-ehs SDUs per TTI may lead to a situation when Multiflow will not be capable of utilizing available resources. Since the amount of data transmitted over the serving or inter-Node B assisting cells depends heavily on available resources, it is not possible to assume that data will be always split equally between them. As a result, there will be moments of time when all the data might be sent only via the serving or the assisting cell(s). In this case, the achievable performance should be comparable to the one we can already achieve with the correspondent non-Multiflow cases.

At the same time, an approach presented in Table 2 above puts higher requirements on the UE side. As an example, if a legacy DC-HSDPA UE has to handle up to 26 SDUs per a TTI, then an SF-DC capable UE would need to handle 52 SDUs. Catering for a tradeoff between the achievable downlink performance and UE processing requirements, we suggest relaxed requirements, which are summarized in Table 3 below. In particular, for SF-DC, we propose to have 16 SDUs per a MAC-ehs entity per TTI, which is close to the legacy requirement of 26 SDUs divided between two entities (26/2=13). The same principle is applied to other cases, where we suggest to have 26 SDUs per a MAC-ehs entity. That requirement is close to the legacy number of 44 divided between two entities (44/2=22). 

Table 3 – The maximum number of MAC-ehs re-ordering SDUs for the inter-Node B Multiflow case.

	Configuration scenario
	Total number of cells
	Number of cells per each MAC-ehs
	MIMO

	
	
	
	OFF
	ON

	SF-DC
	2
	1
	16
	26

	DF-3C/4C
	3/4
	1/2
	26
	26


Proposal 2a: For the inter-Node B Multifow case, adopt the maximum number of MAC-ehs re-ordering SDUs per every MAC-ehs entity as presented in Table 3. 

As for the number of priority queues in the inter-Node B case, we can follow the existent approach and adopt a scheme when SDUs from up to 3 different priority queues can be scheduled in one TTI. However, since the network can configure up to 8 different priority queues, then this can end up in a situation when SDUs from 6 different priority queues will come to a UE from two MAC-ehs entities. Catering for the network side scheduling flexibility and a UE implementation simplicity, we can adopt a solution when SDUs received in one TTI can belong only to two different priority queues in the inter-Node B case. 

Proposal 2b: For the inter-Node B Multiflow case, a UE can receive MAC-ehs SDUs from up to 2 different priority queues from every MAC-ehs entity.

3
Conclusion

In this paper, we have presented our considerations on the maximum number of MAC-ehs SDUs for the inter-Node B Multiflow configuration scenarios. As a summary, our proposals are:

Proposal 1a: For the intra-Node B Multiflow case, the maximum number of MAC-ehs re-ordering SDUs  is the same as for the correspondent MC-HSDPA configuration scenario. 

Proposal 1b: For the intra-Node B Multiflow case, a UE can receive MAC-ehs SDUs from up to 3 different priority queues.

Proposal 2a: For the inter-Node B Multiflow case, adopt the maximum number of MAC-ehs re-ordering SDUs per every MAC-ehs entity as presented in Table 3.

Proposal 2b: For the inter-Node B Multiflow case, a UE can receive MAC-ehs SDUs from up to 2 different priority queues from every MAC-ehs entity.

The correspondent CR implementing these proposals can be found in [2].
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