
3GPP TSG RAN WG2 Meeting #81bis
R2-130990
Chicago, USA, April 15th – 19th, 2013
Source:
Broadcom Corporation
Title:
Mobility for dual connectivity
Agenda Item:
7.2

Document for:
Discussion and Decision
1 Introduction 
In this contribution, we investigate mobility procedures in systems that implement dual connectivity. We argue that the following four use cases are the most relevant from the perspective of enhancing mobility robustness.
1. A UE is connected to a single eNB, eNB1, via one or both radios. The network decides to add a dual connection to eNB2 to offload an arbitrary amount of data.

2. A UE is dually connected to eNB1 on radio #1 and to eNB2 on radio #2. The network decides to drop eNB2 and move its data flow to eNB1. The network can either establish a second connection on eNB1 via radio #2 or deactivate radio #2 to save UE power. 

3. A UE is dually connected to eNB1 on radio #1 and to eNB2 on radio #2. The network decides to handover the connection on radio #2 from eNB2 to eNB3. Note that it is possible that the network wishes to handover both radios to different eNBs. For simplicity, we assume that this accomplished by handing a single radio over at a time.

4. A UE is dually connected to eNB1 and eNB2 via radio #1 and radio #2, respectively. The UE experiences a HOF to eNB2 or a RLF on eNB2. 
2 System assumptions 
Assumption 1: UE has 2 UL and 2 DL radios

Release 12 UEs are assumed to have 2 UL and 2 DL radios.

Assumption 2: High Quality S1 to each Small Cell
In [1], it was decided to investigate small cell deployments in which the X2 backhaul between macro and small cells and between small cells is non-ideal and may have latency up to 60ms. It is not clear what can be assumed about S1 connections. System design should prevent the backhaul from being a bottleneck to RAN throughput. In [2] and [3], it was suggested that a macro eNB be used as an anchor that receives data on a good S1 connection and then forwards this data to a small cell who sends it on the RAN to a UE. The reasoning is that handovers between small cells with the same macro anchor would not require a path switch and thus limit core network signalling. However, the data would be forwarded from the macro to the small cell on a non-ideal X2. This would limit the RAN throughput. 
Instead, each small cell should have its own high speed S1 connection to send and receive data from the core. In [3], the use of a RAN-Gateway (RAN-GW) is proposed to mitigate signalling overhead by having the small cells route data through this gateway. In this way, handover between small cells connected to the same RAN-GW would not require signalling on the core network between the RAN gateway and the MME and core network gateway (GW). Thus, it seems that the assumption of an S1 connection to each small cell can be feasible. In the following, we assume that each small cell has an S1 connection to the core but are agnostic as to whether to use a RAN-GW.
Assumption 3: Bearer-Level Split
Another issue in dual connectivity handovers is how to split the data that is sent from the GW to the two eNBs. We assume here that data is split at the bearer level. When a UE connects to the eNB, it sets up the necessary bearers and the GW will send data for these bearers to the appropriate eNB for DL transmission to the UE. On the UL, the MAC will need to split transmitted data by bearer onto the appropriate eNB. The Bearer Level Split scheme is described in detail in [4]. Figure 1 shows how the MAC split the UL data streams. 
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Figure 1
The advantage of splitting at the bearer level is the ability to cope with a non-ideal X2. In contrast, suppose packets belonging to the same bearer were split across eNBs on the UL. Unless major changes were made to core network protocols, all of the packets of a bearer would need to be assembled at one of the eNBs at the RLC/PDCP layers before transmission to the GW over S1. Transferring packets between eNBs would be done over X2. This could place a heavy burden in terms of capacity. Latency in reordering the RLC PDUs by SN number is also an issue. For the DL, it is also useful to have the GW send packets belonging to a particular bearer to a single eNB to avoid changing core network protocols. Once the packets are at the eNB, it would burden X2 to forward them to another eNB. 
3 Mobility Procedures
We will describe our proposed handover and failure recovery mechanisms in terms of the necessary changes from Rel-11.
1. Single eNB adds a second eNB

In this situation, the UE may be connected to the source eNB on either a single or both radios. The source eNB decides that a target eNB should be added based, for example, on channel conditions, loading conditions and QoS requirements. If one radio is inactive, the UE will activate it to perform RACH to the target. If both are active, the source eNB will inform the UE which radio to reconfigure for the target eNB. In Figure 2, we illustrate the case of having two radios, radio #1 and radio #2, active on eNB1 and handing over radio #2 to eNB2 to move from a single connection to a dual connection.
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Figure 2
We illustrate the steps of the dual connectivity HO in Figure 3 and provide an explanation below.

To initiate the HO, the source eNB sends a HO Request on X2. The HO Request needs to be modified to indicate that this is a dual connectivity HO as opposed to a traditional HO. The goal of the HO is to hand over a subset of the DRBs to the target eNB. Thus, we will need to augment the HO request message to specify which bearers are to be handed over. Currently the UE context includes information on the bearers that are assigned to the source eNB. For dual connectivity, the UE context will need to specify which of its bearers are mapped to the target eNB. 
The target eNB will indicate which bearers it is willing to accept in the HO Request ACK. As in the current HO procedure, bearers that are not accepted will be dropped. The target eNB sends the DL allocation and RRCConn Reconf with mobilityControlInformation to the source who sends it to the UE. SN status transfer and data forwarding will proceed for the bearers that are to be transferred. The UE will start RACH on one of its radios while maintaining regular communication of all bearers that remain on the source eNB. 
If the handover is successful, the UE sends RRC Conn Reconf Complete as usual. Upon HOF, a new RRC message is sent to the source eNB on its associated UE radio to indicate the failure. The source eNB can assist the UE by either accepting a connection from radio #2 or by preparing another eNB to do so.
If the HO was successful, the target eNB will send a path switch Request to the MME on S1 requesting its assigned bearers. The MME will send Modify Bearer request to the Gateway. Finally, the target eNB updates its UE Context and sends a UE Context Update to the source eNB over X2. The source eNB updates its UE Context and releases resources associated with the HO.
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Figure 3
2. One of eNBs in Dual Connection is Dropped
In this situation, the network decides to drop one of the dually connected eNBs, eNB2. This is different from a RLF because eNB2 plans to transfer its bearers to the other connected eNB, eNB1. It is not necessary to RACH since the UE is already connected to eNB1 and knows the timing advance. We detail the procedure in Figure 4.
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Figure 4
3. One of the Dually Connected eNBs Hands Over 

In this case, one of the dually connected eNBs, eNB2, decides to hand over its traffic to another eNB. The connection to the other dually connected eNB is maintained. The situation is similar to the case of adding another eNB to a single connection so we do not repeat the MSC here. Key differences are that the HO success indictor will be sent from the UE to eNB1 and not the source eNB, eNB2.
4. RLF with one of the Dually Connected eNBs 
In this case, the UE experiences unexpected RLF with one of the eNBs. We suggest that the UE be able to inform the other dually connected eNB of the RLF via a new RRC message. This eNB can either accept the UE itself and avoid the latency of RACH or prepare another eNB with the UE context and attempt a regular HO similar to a single eNB adding a second eNB. 

Summary of changes

We highlight some of the critical changes required to Rel-11 procedures to accommodate dual connectivity below.
1. The HO Request should indicate that this is a dual connectivity HO as opposed to a traditional HO.
2. The HO Request should specify which bearers (DRBs) the source eNB would like to hand over.

3. New RRC signalling needs to be defined between a UE and eNB1 to handle RLF or HOF with eNB2.
Proposal 1: RAN2 is requested to use the scenarios and assumptions in Section 2 as a starting point to discuss dual connectivity mobility procedures.
Proposal 2: RAN2 is requested to consider the changes described in the summary of changes above while developing solutions for dual connectivity mobility procedures.
4 Conclusion 
In this contribution, we have identified relevant scenarios and assumptions for dual connectivity mobility procedures. We have outlined preliminary mechanisms to handle these various scenarios.

Proposal 1: RAN2 is requested to use the scenarios and assumptions in Section 2 as a starting point to discuss dual connectivity mobility procedures.

Proposal 2: RAN2 is requested to consider the changes described in the summary of changes above while developing solutions for dual connectivity mobility procedures.
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