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1 Introduction 
Dual connectivity has been identified as a topic of interest for small cell enhancement in previous contributions [1], [2]. Potential benefits of dual connectivity include mobility robustness [3,4,5], improved QoS [3,5] and the ability to deal with UL-DL power imbalance [3,4,5].
In [3], [4] and [5], a form of dual connectivity in which the UE sends UL data to one eNB and receives DL data from a different eNB was proposed as a way to improve QoS and deal with UL-DL power imbalance.  We call this form of dual connectivity directional dual connectivity.
In this contribution, we propose three different architectures for dual connectivity that allow, among other things, directional dual connectivity.

We first consider a dual connectivity architecture that we term Bearer-level dual connectivity where the UE maintains connections to two eNBs and each of its bearers (DRBs and SRBs) is assigned entirely to one of the eNBs as suggested in [10].  This is in contrast to Rel-11 carrier aggregation (CA) where the MAC layer might split a bearer across multiple serving cells. We note that some companies proposed extending Rel-11 carrier aggregation to the inter-eNB case as a way to implement dual connectivity [9,11]. A straightforward extension which we term Inter-eNB Carrier Aggregation allows serving cells to correspond to different eNBs. However, since carrier aggregation does not allow the assignment of a whole bearer to particular cell, straightforward extension to the inter-eNB case would not allow for bearer-level dual connectivity.  However, we show how it can be used to route traffic at the directional level, i.e. UL and DL can be preferentially routed to different eNBs. The third architecture we consider implements directional dual connectivity with a single UL radio and is termed Complete UL-DL Split.   
For the purpose of simplicity and to motivate first steps, we limit the scope of the discussion to consider most likely deployments with reasonable complexity.  We assume typical Release 12 UEs will have 2 DL radios and 2 UL radios although legacy UEs might be limited to a single UL.  We allow for both FDD and TDD scenarios, and consider separate frequency deployment.  As pointed out in [7] it is possible to devise dual connectivity solutions that rely on TDM for uplink and/or downlink transmissions with different eNBs. However such schemes pose many technical challenges (e.g., different timing advance and power control) and not considered in this contribution.
2 Objectives for Dual Connectivity
We begin by identifying objectives for dual connectivity.

UL-DL Power Imbalance 
In many deployments, the eNB with the best UL channel to a UE can differ from the eNB with the best DL channel to the UE.  For example, the UL channel between the UE and a small cell eNB (with low transmit power) can be significantly better than the UL channel between the UE and a macro eNB because of the propagation (UE is closer to small cell eNB) and/or interference environment (macro eNB is close to an interferer). At the same time the DL channel with the macro eNB can be better than with the small cell eNB because the macro eNB can transmit at higher powers.  Figure 1illustrates an example where the preferred UL and DL eNBs differ.
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Figure 1
Different Conditions & Capabilities at Each eNB
An eNB may provide a different QoS on its UL and DL and from another eNB for a variety of reasons. The QoS seen by a UE depends on factors such as the traffic loading, available bandwidth and the processing power of the eNB.

Example of Asymmetric Traffic Loading

As an example, consider the traffic loading on an eNB in a FDD separate frequency deployment.   In [1], it was agreed that 

In a small cell deployment, it is likely that the traffic is fluctuating greatly since the number of users per small cell node is typically not so large due to small coverage.

In a small cell deployment, it is likely that the user distribution is very fluctuating between the small cell nodes. It is also expected that the traffic could be highly asymmetrical, either downlink or uplink centric.
In a typical case, eNB1 may have more DL traffic load and eNB2 may have more UL traffic load.  Since the UL and DL bandwidth is fixed, UEs will likely see lower DL than UL rates on eNB1 and vice versa on eNB2.  In the current system, a UE needs to select a single eNB for both UL and DL.  However, in the scenario we have outlined, the UE would obtain higher rates by routing the UL through eNB1 and the DL through eNB2.  We illustrate in Figure 2.
Observation 1: Dual connectivity in the sense of routing UL and DL data to and from different eNBs can result in improved performance as discussed above. 
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Figure 2
Example of Different Processing Capabilities
As another example, macro eNBs will likely have higher processing capability than small cells. Encoding tends to be low complexity but decoding is high complexity.  Thus, processing capability is not such an issue at the transmitter but makes a difference at the receiver. A latency sensitive application may benefit by transmitting its uplink through the macro if, for example, the application’s UL traffic were served by the macro eNB. Since downlink latency won’t differ much between macro and small, the UE could offload the DL to the small cell. Such an application would benefit from bearer-level routing.
Notice that one option is for the UE to assign the UL traffic of this application to a bearer served by the macro eNB and the DL traffic of this application to a bearer served by the small cell eNB.  This is only possible with bearer-level splitting.  Another option if for the UE to route all application data based on direction. Thus, UL data would be routed to eNB1 and DL data to eNB2. This is a coarser optimization and the disadvantage is that the UE may have other applications that would provide system benefit from a different routing.  For example, the other UL data might not be latency sensitive and the system could benefit if it were offloaded to the small cell.

Observation 2: Dual connectivity in the sense of routing an entire bearer to an eNB based on its QoS and the eNB loading, SINR and capability can result in improved performance. The gains can be higher than what can be achieved by routing solely based on direction, i.e. UL vs. DL.
Handover and Radio Link Failure: Prevention and Recovery

It has been observed in [6] that HO failures are most likely to occur for medium to fast moving UEs handing over from cochannel pico to macro eNBs and the cause of the failure is most likely the inability to receive the HO command from the source eNB.
Dual connectivity enables the HO command to be sent on the DL of more than on eNB.  This kind of RRC diversity and its benefits were discussed in [4].

Also, it is easier to recover from HOF or RLF between the UE and one of the eNBs when the UE has a connection to a second eNB. 
Observation 3: Dual connectivity can prevent ROF and HOF and can make recovery more effective.
3 Architectures
We consider three possible architectures for directional dual connectivity in response to the above observations: 
1. Bearer-level split 
2. Inter-eNB CA and 
3. Complete UL-DL split. 

Architecture 1 will allow each bearer to be routed to one of the two eNBs.  The second two allow UL and DL traffic to be served by different eNB but have no control over which eNB serves which bearer.  Architecture 3 can be implemented on a UE with a single UL and DL radio while the other two require 2 UL radios and 2 DL radios.  We provide a comparison table at the end of this section.
Bearer-level split
In this architecture, the RLC layer indicates the eNB corresponding to each logical channel. Currently, the priority and direction of the flow (UL/DL) are configured using RRC signaling.  
In Figure 3, we show the RLC and MAC layer flow for the UL.  The DL RLC and MAC layer flow remains unchanged.
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Figure 3
Thus, this architecture supports Bearer-level split in the sense that each bearer is mapped in its entirety to a single eNB. We note that it is necessary for the CN to assign bearers to eNBs in an appropriate manner.  This may involve selecting the eNB based on its load, capabilities, and SINR in the appropriate direction (DL or UL) and also the required QoS.  In this scheme, UL RLC ACK status PDUs for RLC AM bearers are automatically sent to the corresponding eNB since the UL RLC layer in the UE will assign RLC status PDUs containing ACK information to the appropriate logical channel.
Figure 4 illustrates the PHY and X2 requirements. To communicate scheduling information, at least one PDCCH is needed which we show as being assigned to eNB2. Scheduling information for eNB1 can either be sent on a second PDCCH on eNB1’s DL or can be sent over X2 and transmitted on the PDDCH of eNB2. The latter option does not work for non-ideal X2 since it requires the schedule to be decided by eNB1 earlier so that it can reach eNB2 on time.  If the X2 latency is larger than 10ms, this will result in the schedule being based on outdated CQI (since the maximum CQI reporting interval is 10ms).  Therefore, we suggest using 2 PDDCHs. 
HARQ ACK/NACKs will be sent as usual on the DL corresponding to the UL traffic received at that eNB.  The UE needs to monitor which eNB sent the DL data and send the UL ACK/NACK to the correct eNB to avoid an eNB having to forward the ACK/NACK to the other eNB over X2 which adds undesirable latency and load to X2.  At least one PUCCH is necessary to send UL HARQ and we assume that it is located on the eNB1 UL.  There are two ways to send UL HARQ to eNB2.  The first is to establish PUCCH on the eNB2 UL and the second is to use the PUSCH on the eNB2 UL.  

Figure 4
Inter-eNB Carrier Aggregation

Here, we consider a straightforward extension of Rel-11 carrier aggregation to the case of 2 eNBs. Thus, data for a particular bearer may be spread by the UL MAC layer over multiple eNBs.  This scheme does not allow for bearer level routing. Similarly, it is possible that RLC ACK information will be sent to an eNB that did not send the corresponding data.  In this case, it is necessary to forward the ARQ information to the other eNB over X2.  For non-ideal X2, this can result in a delay in ordering the RLC PDUs by SN number which might be unacceptable.
Figure 5 illustrates the UL flow from RLC to MAC layer.  The DL RLC and MAC layer flow remains unchanged.
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Figure 5
Scheduling and HARQ ACKs of DL traffic are sent to the originating eNB in the same way as for bearer level spit, i.e., we can have 1 or 2 PUCCHs and 1 or 2 PDCCHS and it may be necessary to relay scheduling information over X2.  For Inter-eNB CA, it is also necessary to relay ROHC messages and PDCP status messages over X2.

In Figure 6, we show the details of the PHY layer and also what needs to be sent over X2.
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Figure 6
Complete UL-DL split.  

In this proposal, we use one eNB, say eNB1, exclusively for UL and the other eNB, eNB2, exclusively for DL as illustrated in Figure 7. The UL RLC and MAC flow is the same as Figure 5 and the DL RLC-MAC flow remains unchanged. ARQ, ROHC and PDCP are identical to the Inter-eNB CA case.  
Since we have only one UL and one DL, it is necessary to send scheduling information over X2 so it can be sent over the eNB2 PDCCH.  Due to the non-ideal backhaul, some form of distributed scheduling might be needed.  Also, it is not always possible to send HARQ to the originating eNB and therefore HARQ must be relayed over X2.  This can cause unacceptable delay for non-ideal backhaul.  Timing advance updates will need to be relayed from eNB1 to eNB2 over X2 and then sent on the RAN to the UE. The PHY and X2 details are illustrated in Figure 7.
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Figure 7
Common Challenges and Opportunities
In this section, we identify some issues underlying the three proposals discussed above:

1.  X2 load to support RLC and PDCP: Both Inter-eNB CA and Complete UL-DL split require RLC ARQ, ROHC messages and PDCP status to be transferred over X2.
2.  X2 load vs. 2 PDCCHs to support scheduling: Cross carrier scheduling can be used for Inter-eNB CA and bearer level split so that only one PDDCH is needed to send scheduling information.  While this increases the load on X2, it decreases the UE power consumption since only on PDCCH needs to be monitored.  However, we recommend that the eNBs each have PDCCH and schedule independently. The reason is that scheduling decision should reflect current CQI.  Periodic CQI reports can be sent every 2, 5 or 10ms.  Since non-ideal X2 can have latency up to 60ms, an eNB would have to use outdated CQI to schedule its users in order to transmit the schedule to the other eNB in time for it to be broadcast on the PDCCH of that eNB. In the case of Complete UL-DL split, cross carrier scheduling is obviously necessary.
3. Support of UL HARQ to separate eNBs: Bearer level split and Inter-eNB CA ensure that UL HARQ ACKs are sent to the correct eNB by either
a. Having a unique PUCCH for each eNB or
b. Ensuring that HARQ ACKs are sent on the PUSCH to the eNB without PUCCH
4. Mobility: Bearer-Level Split and Inter-eNB CA allow RRC HO commands to be sent to the UE by more than one eNB to improve reliability.  The presence of 2 ULs in Bearer-Level Split and Inter-eNB CA enables the UE to inform the eNB of a HOF or RLF via a new RRC message so that the connected eNB can assist the UE in resuming a connection.  With Complete UL-DL split, this is possible if the DL fails.  If the UL fails, the UE will need to RACH to an eNB to re-establish a UL connection which increases latency.  However, if it chooses to synchronize to the DL eNB, it can be assured that it is accessing a prepared eNB which is an improvement over singly connected systems.
5. Backhaul: If there are separate S1 connections to each eNB, then a path switch is required each time a single eNB is handed over.  If not, then one eNB interacts with the GW and the two eNBs must relay data through X2.  The impact of the path switch in the former case can be mitigated through the use of a RAN-GW as suggested in [12]. 
Comparison of the 3 Architectures

	
	Bearer-Level Split
	Inter-eNB CA
	Complete UL-DL Split

	UE Complexity
	Requires 2 DL radios, 2 UL radios
	Requires 2 DL radios, 2 UL radios
	Requires 1 DL radio, 1 UL radio

	UE Power
	UE might have to decode 2 PDCCHs
	UE might have to decode 2 PDCCHs
	

	X2 Considerations
	If only 1 PDCCH, need to send scheduling information.
	If only 1 PDCCH, need to send scheduling information. 
Need to send ROHC messages, PDCP status, RLC ARQ. 
	Need to send scheduling information.

Need to send ROHC messages, PDCP status, RLC ARQ, HARQ.
HARQ delay constraint may not be met for non-ideal backhaul. 

	Spec Impact
	Requires CN to assign each bearer to a particular eNB.  
Requires relatively simple changes to UE UL RLC. 

UE may be required to use 2 PDCCHs and/or 2 PUCCHs.
	Requires changes to X2 (to carry PDCP, ROHC, RLC ARQ data).

UE may be required to use 2 PDCCHs and/or 2 PUCCHs.
	Requires changes to X2 (to carry PDCP, ROHC, RLC ARQ, HARQ data).



	QoS
	Per bearer split allow traffic to be routed based on QoS.  This can improve per user throughput and reduce latency.
	Traffic is routed at a coarser level based on traffic direction and not at the bearer level. QoS differentiation is not as fine as in bearer level split.  RLC packet reordering by SN across two eNBs might take too long due to backhaul latency.
	Traffic is routed at a coarser level based on traffic direction and not at the bearer level. QoS differentiation is not as fine as in bearer level split. If the X2 latency is more than a few ms., HARQ will be delayed reducing throughput.

	DL RRC diversity
	Yes.
	Yes.
	No.


Proposals: 

Proposal 1: RAN2 should consider the three architectures proposed as methods to implement dual connectivity and obtained improved QoS, mobility robustness and handling of UL-DL imbalance.   

Proposal 2: For UEs with 2 UL and 2 DL radios, bearer-level split should be considered first at it promises the most gains with minimal change required to the standard.
Proposal 3: For non-CA capable UEs or UEs with a single UL radio, complete UL-DL split can provide dual connectivity gains as long as X2 latency is small.  

4 Conclusion 
We have presented three schemes to implement dual connectivity and improve mobility, QoS and handle and exploit UL-DL power imbalance.
Proposal 1: RAN2 should consider the three architectures proposed as methods to implement dual connectivity and obtained improved QoS, mobility robustness and handling of UL-DL imbalance.   

Proposal 2: For UEs with 2 UL and 2 DL radios, bearer-level split should be considered first at it promises the most gains with minimal change required to the standard.
Proposal 3: For non-CA capable UEs or UEs with a single UL radio, complete UL-DL split can provide dual connectivity gains as long as X2 latency is small.
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