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1 Introduction

While lots of efforts have been put in optimizing LTE for traffic sources such as (large) file transfers or VoIP, the impact of so-called background traffic on the network capacity and UE battery consumption has not been studied extensively. In this paper we analyze background traffic generated by an idle laptop connected to a live HSPA network. We investigate the impact of different applications as well as different OS configurations. 
2 Discussion
In this section we present traces recorded on a Windows 7® PC that was connected to a live HSPA network. In the following sub-sections we show traffic patterns observed with different applications and OS configurations. 
2.1 Network interface settings (Public, Private)

When configuring a network adapter in Windows 7®, one has to configure the network as private, work or public. As we will see in the following sub-sections, this setting has significant impact on the load generated on the network interface.
2.1.1 “Public” Network
If a network connection is classified as “public”, the operating system intends to increase the level of security by not broadcasting any sensitive information and potentially by blocking certain incoming requests. With this setting we observed only a couple of DHCPv6 router solicitation messages being sent from the client to the server. 

DHCPv6
Solicit XID: 0x87378b CID: 000100011423128464…
None of the requests was answered by the network which explains the retransmissions with increasing back-off (see Figure 1). The message size was 1240 bit (155 byte).
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Figure 1: CDF of the packet inter-arrival times [s] between all recorded packets in logarithmic scale.
Network mode: Public, no active/visible application, no shared network drives
We assume that appropriate configuration of the client (disabling IPv6) or the network (answering the request) could further reduce the traffic. In that case, the background traffic is likely to disappear completely. 
2.1.2 “Home” or “Work” Network
When the network is configured as “home” or “work”, the tested Windows 7® installation attempts by default to discover neighboring PCs in the same network and it makes itself discoverable to those by sending so-called Link-local Multicast Name Resolution (LLMNR) messages as well as UPnP relates packets. As can be seen in Figure 2, the frequency at which the Windows 7® PC sends these messages is quite high even though no responses were received throughout the trace. The inter-arrival times between 50% of all packets are below 500 ms and no idle phase of more than 4 seconds was observed. 
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Figure 2: CDF of the packet inter-arrival times [s] between all recorded packets.
Home Network, no active/visible application, no shared network drives
Figure 3 shows a CDF of the packet size including the few downlink (IPv6 router advertisements, ARP and DHCP commands) and all the uplink messages. It can be seen that 50% of the packets were between 360 and 1200 bit (45 and 150 byte). 80% of the packets were smaller than 1700 bit and only 10% of the packets were larger than 4500 bit. The average packet size was 1750 bit. 
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Figure 3: CDF of the packet size [bit] of all UL and DL packets.
Home Network, no active/visible application, no shared network drives

It should be noted that no applications were explicitly started when capturing this trace. Also, no additional services were explicitly installed or activated prior to the test. It appears that an inappropriate setting of the network type (“work” or “home” rather than “public”) increases the network load significantly. The dialog asking the user to classify the network connection recommends selecting “home” or “work” only when trusting the network. But what will users choose when using e.g. LTE at home or HSPA at work? 
If a VPN connection is being established over a mobile broadband link, the latter should of course be configured as “private” in order to increase security and to decrease the load of the network. However, the VPN connection running on top of the mobile broadband connection is associated with its own policy. In order to enable all services that are also available when connected directly to the company network, “work” or a similar setting is typically chosen to enable all the services available while being directly connected to the company’s network. This does not decrease the security level but it causes the same high load to the underlying network as observed in this section. 
2.2 Shared Network Drives

In the previous tests, no mapped network drives were connected. Nevertheless, the trace revealed that the client PC was trying to discover a previously connected file server every now and then. Before capturing the following traces, we mapped the shared network drive of that server but kept all applications closed that could attempt to access the drive. Furthermore, we classified the mobile broadband connection as “public” network (see section 2.1.1). 
The recorded trace showed that the operating system periodically attempts to find and connect to the server hosting the shared network drive. To do so, it sent four LLMNR (Standard query…) messages within 100ms followed by three NBNS (Name query…) messages spread over ~3 seconds. Shortly afterwards it starts again with the LLMNR queries. A search phase of multiple sets of LLMNR and NBNS query blocks took about 17 seconds followed by an idle phase of about 40 seconds. The resulting CDF of the packet inter-arrival times can be seen in Figure 4. 
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Figure 4: CDF of the packet inter-arrival times [s] between all recorded packets
(full view (left) and zoom (right))

It can be assumed that a UE would stay RRC CONNECTED during the above-mentioned search phases of 17 seconds. It is up to network configuration but not unlikely that the UE is kept uplink time aligned and equipped with uplink control signaling resources (CQI, D-SR) throughout this time. Depending on the network configuration, UEs may also be kept in RRC Connected throughout the idle periods of about 40 seconds. 
2.3 Applications

In the following we disconnected the shared network drive configured in section 2.2 and instead launched selected applications.
2.3.1 Firefox® with idle Facebook® page

In this scenario, we use the Firefox browser to connect to a Facebook homepage
. Except for the browser showing the Facebook® page, the settings of the PC were equivalent to those applied in section 2.1.1. The trace was started a couple of seconds after the page was completely loaded and no further actions were carried out in the browser or on the PC while the trace was recorded. 
Figure 5 shows the packet inter-arrival times. It can be seen that 90% of all packets are followed by an idle phase of less than 5 seconds. No idle phase exceeded 40 seconds. 
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Figure 5: CDF of the packet inter-arrival times [s] between all recorded packets
(full view (left) and zoom (right)) 
Figure 6 shows the CDF of the packet size in bit. 80% of the packets are smaller than 1300 bit but a couple of packets also reach the typical MTU size of 1500 byte (12000 bit). 
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Figure 6: CDF of the packet size [bit] of all recorded packets 

This analysis shows that also browser based applications can generate a considerable amount of data even without any user interaction. This is primarily caused by active web-pages that pre-fetch content and that attempt to keep a connection to their server alive in order to be able to receive updates as soon as they are available. 
2.3.2 Idle Skype®

When recording the following results, the Windows 7® PC was configured as described in section 2.1.1 but in addition a Skype® client was enabled and maintained connectivity to its server. 
Similarly as for the Facebook® page considered in section 2.3.1, it can be seen in Figure 7 that 90% of all packets are followed by an idle phase of less than 5 seconds. Idle phases do not exceed 25 seconds. 
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Figure 7: CDF of the packet inter-arrival times [s] between all recorded packets 
(full view (left) and zoom (right)) 

Compared to the Facebook® trace, the packets generated by the Skype® client are smaller. No packets exceed 3500 bit and 90% of all packets are smaller than 500 bit. 
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Figure 8: CDF of the packet size [bit] of all recorded packets

In the previous sub-sections we presented traces recorded on a Windows 7® PC with different network configurations, shared network drives and frequently used applications. It became apparent that the observed traffic patterns differ quite significantly from the patterns generated by file transfers, video streaming or VoIP. Since it is likely that many UEs generate such or similar traffic when being connected to an LTE network, we suggest the following: 
Proposal 1 Focus on background traffic and similar traffic patterns in the scope of the EDDA WI.
2.4 How to trace and model background traffic

As has been discussed in previous meetings and in the email discussion prior to this meeting, traces are typically biased by the system in which they were recorded. For example, the inter-arrival time between an UL HTTP request leaving a client and the following response depends on the system’s RTT and data rate as well as on the UE’s RRC- and DRX state. Such effects should however be filtered from the trace and not be visible in the model used for simulations. 

We therefore suggest translating the packet trace into a two-state simulation model. To do so, all consecutive packets with inter-arrival times of less than e.g. 500 ms would be considered to belong to the same data “burst”. For each burst the number and accumulated size of all UL and DL packets could be captured and used to generate traffic in a simulator. However, the inter-arrival times of the packets within one burst would be the result of the simulation. 
Furthermore, a CDF of the inter-burst times should be obtained from the packet trace. This CDF would then be used to model the time in between two burst phases. 
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Figure 9: Definition of burst, burst duration and inter-burst time

For example, a 150 KByte file download would be seen as one object consisting of 100 DL packets (1,5 Kbyte each) and ~50 TCP ACKs (40 byte each; delayed ACK). The transmission time of these packets depends on the RTT and data rate of the simulated system and is not taken from the trace. In sub-sections 2.4.1 and 2.4.2 we derive the model parameters from the traces presented in sections 2.2 and 2.3.2, respectively.
With this approach the burst inter-arrival times as well as the size of the burst would stem from the recorded trace whereas the packet inter-arrival times would result from the simulation and depend on the algorithms and parameters used. Such a model can be applied to any underlying link that has somewhat similar characteristics as the system in which the trace was taken.

Special care needs to be taken of bursts that do not reflect a request-response pattern (e.g. retransmissions of ARP or DNS requests). For such cases it may be necessary to distribute the packets belonging to one burst in time over the traced burst duration. 

Proposal 2 Discuss how to derive a suitable simulation model from recorded traces and take the described burst-model into account. 
2.4.1 Example 1: Shared Network Drive

In the trace discussed in section 2.2, we consider all packets received with less than 500 ms inter-arrival time as a burst and we look at the number of packets and bits in such bursts and we evaluate the duration of a burst as well as the time in between consecutive bursts. The intention is to obtain a traffic model which is independent of the characteristics of the HSPA link as explained in section 2.4. 
When applying this principle to the trace described in section 2.2 the burst parameters depicted in Figure 10 and Figure 11 are obtained. 
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Figure 10: CDF of the burst duration [s] (left) and 
a CDF of the time between any two consecutive bursts [s] (right).
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Figure 11: CDF of the number of (mostly uplink) packets in a burst (left)
and a CDF of the uplink burst size in bit (right)
2.4.2 Example 2: Skype

The following graphs show CDFs show the characteristics of the bursts computed from the Skype® traffic presented in section 2.3.2.
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Figure 12: CDF of the burst duration [s] (left) and 
a CDF of the time between any two consecutive bursts [s] (right).
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Figure 13: CDF of the number of all packets in a burst (left)
and a CDF of the uplink burst size in bit (right)
3 Conclusion

We suggest considering traffic patterns as presented in this contribution and e.g. in [2] and to evaluate and discuss whether LTE is well prepared to handle those or if it may run into undesirable resource limitations. Of course, it should also be considered whether existing DRX mechanisms allow for energy efficient operation when facing this sort of traffic.
Proposal 1
Focus on background traffic and similar traffic patterns in the scope of the EDDA WI.
Proposal 2
Discuss how to derive a suitable simulation model from recorded traces and take the described burst-model into account.
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