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1. Introduction

The RAN plenary meeting #50 has approved a study item on the multi-point data transmission for the HSDPA networks [1]. At the moment, a few core multi-point schemes have been identified, which are presented and technically described in [2]. One of the multi-point schemes assumes that the application level data is split in the access network and is scheduled to a UE from different cells belonging to either the same or different sites. It creates a need to study further different options on how the data split can be implemented.

At the RAN2#74 meeting, RAN WG2 has provided an input to [2] regarding the higher-layer architecture and in particular data split options [3]. A few basic schemes were identified which hence will be referred to as the RLC and PDCP splits thus reflecting the architectural point where the application level data is distributed between two links.

In this paper, we present our further analysis and contribute the simulation results on the performance of the Iub flow control in the context of these two data split schemes. In addition, we also present our findings and solutions for the network side mechanisms to mitigate the negative impact of removing and/or switching links participating in the Multiflow transmission.

2. Simulation results 

In this section we present the simulation results for the RNC flow control algorithms by simulating the RLC and PDCP splits and applying different Node B buffer sizes and intensity at which RNC obtains information Node B(s) regarding the output buffer status.

The simulated RNC flow control works in such a way that it gets buffer status reports from Node B(s) at fixed intervals, hence referred to as flow control period. Based on the obtained information, the RNC estimates internally flow throughput to perform packet scheduling across across the Multiflow links. The scheduler aims at minimizing the delays for each PDCP SDU and its logic can be summarized briefly as follows:

· PDCP split. The PDCP PDU is scheduled to the flow that is estimated to provide lower delay.

· RLC split. The PDCP PDU is segmented to two RLC PDUs  (one RLC PDU per flow) in such way that delay for both segments is estimated to be equal.

For the flow control simulations, the HARQ goodput traces of the two links of a Multiflow UE were used as an input to the flow control simulator. The achievable HARQ goodput for a given link for a given TTI was obtained from the system simulator that has been used to obtain the Multiflow performance numbers as shown in, e.g., [5]: UEs were randomly distributed in the network, and scheduled with full buffer traffic. In summary, for the purpose of obtaining link-level performance for this study the simulation assumptions of section 6.1 (see also [2]) were used,  with some choices/modifications, as presented below: 

· UEs are distributed so that there are exactly 3 UEs/cell  

· Network layout was chosen as 3-sector Node Bs with ISD 1500m

· Ideal HS-DPCCH decoding and ideal CQI estimation

· PA3 channel

It should be noted that we assume no HARQ residual errors and no errors in the RLC status PDUs, so there are no RLC retransmissions. However, there is a reordering buffer at the UE side that ensures the correct order because packets may arrive to a UE from two different links. We use an average goodput as a main criterion to analyse the Iub flow control with the RLC and PDCP data split options. The goodput is measured at the UE side when the packets are forwarded from the PDCP level to a higher layer.

For the sake of brevity, we present only a limited set of simulation results for two target Node B buffer sizes of 200ms and 100ms. In other words, the intention is to ensure that delays experienced by packets in the Node B buffer stay within that limit. The flow control period varies as 10-200ms and 10-120ms, respectively. 
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Figure 1 – PDCP goodput with 10-200ms flow control periods and 200ms NodeB target buffer size.
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Figure 2 - PDCP goodput with 10-120ms flow control periods and 100ms NodeB target buffer size.

Based on the presented simulation results in Fig.1 and Fig.2, one can conclude that, as expected, there is a negligible performance difference between the PDCP and RLC split solutions. The highest goodput is achieved when flow control period is <40% of the Node B target buffer size. 

3. Data retransmission upon link removal and switching

As discussed during the RAN2 #74 meetings and, in particular, raised in [3] and [6], the PDCP split solution may suffer from dropped packets at the Node B buffer as a result of link removal, i.e., event 1B or link switching occurring during the mobility. Unlike the RLC split that can rely upon the intrinsic ACK/NACK mechanism, some entity must take care of re-transmitting necessary PDCP SDUs. Here, we provide an overview of a few solutions the network can take to avoid the aforementioned problem.

Firstly, it must be mentioned that the link removal/switching is in full control of the network and the latter can stop prematurely scheduling data to the link that experiences a negative trend in its quality. Since the network can always configure appropriate events and thresholds, a number of problems can be avoided at the early stage. 

Of course, still the link can suddenly experience bad conditions. In this case, the simplest solution the network can do is just re-transmit all the un-ACKed RLC PDUs from the removed link to another one. In the case of the PDCP split, the RNC has to maintain internally the mapping between the PDCP SDUs and RLC PDUs, so that it can take necessary PDCP SDUs and construct new RLC PDUs.  Re-tranmission of all un-ACKed RLC PDUs may result in some inefficiency because some of the RLC PDUs from the removed link might have reached a UE (but UE has not yet sent corresponding ACKs), but such an approach will ensure that all the SDUs will be delivered to the UE, thus not resulting in a stalled PDCP buffer. It is worth noting that this solution does not require changes in the existent standard and is completely transparent to the UE.

A more versatile option would be to ask the Node B to provide back an indication of not yet transmitted RLC PDUs in its output buffer and pending HARQ processes upon the link removal event. The indication can be either the number of RLC PDUs or the lowest SN number. Based on the obtained information, the RNC can re-send only the relevant PDCP SDUs. It is worth noting that the same approach is also applicable for the RLC split, where the RNC can re-send proactively RLC PDUs without waiting for an explicit NACK from the UE. This option requires some extensions to the Iub interface, but is transparent to a UE. With this solution, we can keep larger buffers at the Node B (and the larger Iub flow control period) because then upon the link removal event we will retransmit only those RLC PDUs that were not delivered to a UE. 

4. Conclusions

In this paper, we have studied the Iub flow control mechanisms for the Multiflow RLC and PDCP split options. The simulation results have indicated that the performance is almost the same for these two schemes. The highest goodput is achieved when flow control period is <40% of the Node B target buffer size.

In addition, we also presented a few solutions for the network side to mitigate the negative impact from the link removal event which can occur as a result of UE mobility.
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