
3GPP TSG RAN WG2 Meeting #75
R2-113824
Athens, Greece, August 22nd- 26th, 2011
Source:              
CATT 
Title:           

Simulation Settings and Evaluation Metrics for Diverse Data Applications
Agenda Item:
7.2
Document for:
Discussion and Decision
1. Introduction
In previous RAN2 meetings, traffic characteristics and evaluation methods for diverse data application have been discussed. There are still many open issues to be decided. In this document, our views of basic simulation settings and evaluation metrics will be provided. Secondly illustrated with synthetic traffic modeling of HTTP and FTP, some initial simulation results about IDLE inactivity timer mechanism will be presented.
2. Evaluation Framework
2.1. Basic Simulation Settings
The objective of this WI is to identify and specify mechanisms at the RAN level to enhance the whole network’s system performance under diverse traffic profiles. In the initial stage of study, system performance of diverse data applications running in the current LTE network will be evaluated to find out where the problem or bottleneck is. According to this simulation requirement, diverse data models are the most important inputs. The method of simulating is to let diverse data models run in the LTE system platform and observe the concerned performance results. The system platform should conform to the specification procedure and appropriate simplification may be adopted with the precondition that these simplifications can introduce little impact on the concerned results. Simulation settings also include UE’s mobility modelling, size of simulation that means the number of cells and the number of UEs, system load situation, traffic mixture ratio, system parameter configurations, e.g. listed in TS36.331, radio channel circumstance etc. These settings should all be discussed and a common understanding should be achieved.
Basic simulation assumptions are discussed from the following aspects:
Traffic Modeling
Traffic modeling is the most important inputs for DDA simulations. Different application characteristics may bring on different evaluation results and study directions, which means some types of application may work well in the current system and others not. Our emphasis of study should be these applications that are the popular or large-ratio applications in the current network or rising applications with wide-range usage in the future.
Traffic modeling may come from synthetic modeling or trace data. Synthetic modeling is the statistic and abstract result of very large number of users’ behaviors. Synthetic modeling reflects the whole or average characteristics of one application. Trace data is the real data running in the network. Trace data may reflect the real relationship between the uplink data and the downlink data. But trace data may be affected by network configurations or user habits in different regions.
In general, synthetic modeling and trace data can all be the inputs for DDA simulations. For typical types of applications, e.g. VoIP, Video, FTP, HTTP and Gaming etc, traffic models are easier to develop since the application behavior is well known. In [1-2], there are typical synthetic models for these applications. Further the parameters and distribution functions can be changed to simulate different application behaviors. Traces can also be used to adjust these models. For other types of traffic, e.g. background traffic, new applications, it is difficult to find a suitable synthetic model for it in reference books. Traces are more applicable for these traffics.
Traces provided by companies need to be discussed and evaluated. Agreed traces may be put into a common trace pool and be used for further evaluations and validations by companies.

Proposal 1: For well-known types of applications, e.g. VoIP, Video, FTP, HTTP and Gaming etc, typical synthetic models can be used for DDA simulations and also be adjusted by changing of parameters and distribution functions or traces.
Mobility
Mobility modeling mainly impacts the signaling overhead of measurement report/handover procedure and also user experiences such as end-to-end delay and throughput. In real network, user’s mobility is very complex and various. 
In a simulation, mobility modeling includes two aspects: how to imitate a single UE’s movement and how to imitate the whole movement situation of all users in a network. For a single UE movement modeling, there are some typical models for reference, e.g. the speed of UE movement is unchangeable and the angle changing of UE movement obeys normal distribution with a covariance of 18degree/10meter. The UEs with different movement speed will need different handover related signaling overhead and generate different user experiences. We can simulate all kinds of speed in LTE platform to get relationship between system performance and movement speed. In order to get the average effect of movement speed, the UEs in the whole network may have various speeds and the ratio of speed is configured to be close to a real network. Table1 gives an example of speed combination.
Table 2‑1 Example for speed combination
	Velocity (Km/h)
	Ratio

	< 3
	60%

	18
	9%

	30
	20%

	60
	10%

	120
	1%


Proposal 2: In order to study the impact of mobility on system performance, the scenario of multiple cells and multiple users is needed and different speed and speed combination is the alterable simulation input.
Other Simulation Settings
In the simulation for DDA, basic protocol (RRC\RLC\MAC\PHY) procedure should perform the behaviors described in corresponding specifications. Parameter configuration and algorithm should be simple and reasonable. If some parameters have great impact on simulation results, the detailed values of these parameter configurations should be provided as supplements to the results. Radio modeling and low layer channel have the same basic requirement as general LTE system simulations. 
2.2. Evaluation Metrics
In general, evaluation metrics discussed in previous meetings has reached a common understanding as described in followings: 

· Power consumption

· Overheads/signalling

· User experience

For power consumption, since currently most user equipments are smartphones, lots of power is consumed by its big screen. We wonder how many benefits for the battery life can be gained from the reduction of UE’s active time. It is difficult to evaluate accurately the gain for power consumption.
For some real-time or delay-sensitive applications, whose PDB (Packet Delay Budget) are equal or less than 150ms, fluctuation of the average end-to-end delay may be important for user experience. On the contrary for other applications, a little fluctuation of the average end-to-end delay may mean nothing for user experience. For system simulations, average end-to-end delay of packets is easy to export and be used for comparison.
Overhead of system signaling is the important performance related to system capacity, user throughput and system efficiency. One of the main objectives of a high-efficiency system is to obtain a maximal user valid throughput and contentment of user experience with system overhead as low as possible.  
Proposal 3: Overhead/signalling and user experience should be the emphasis of evaluation.
3. Example study of IDLE inactivity timer mechanism using synthetic traffic modeling of HTTP and FTP

We performed an initial study as an illustration of how we proposed to use simulation method described above. The purpose of this study is to demonstrate the impact of one of the key factors for system overhead and power management in LTE, i.e. the idle inactivity timer mechanisms as in [3] or section 6.4. The study shows the results with different system configuration (traffic type, value of idle inactivity timer, speed of UE, parameters for traffic etc) and gives the comparison between results.
The following parameters are used:

· Number of eNBs = 19

· Number of sectors in a eNB = 3

· Number of UEs = 100

· Simulation Duration = 1hour

· HTTP Session Duration = 1hour

· FTP Session Duration = 1hour

· Idle-Inactivity Timer = 0.3s,0.5s,1s, 2s, 5s

· Mean of Exponential Distribution for HTTP reading timer = 5s, 10s, 30s, 60s, 180s

· Speed of UE = 0km/h, 3km/h, 18km/h, 30km/h, 60km/h, 120km/h

The detailed simulation settings are shown in the appendix.
Scenario1: HTTP cases with different values of idle inactivity timer

In these simulations, the synthetic HTTP modeling described in section 6.2 is used for application layer and the speed of all UEs is set to 0km/h. Each set of simulation results comes from different values of idle inactivity timer. The study was to evaluate the impact of idle inactivity timer on idle ratio, signaling overheads related to RRC state transition and user experience.

In the following table, signaling overhead is calculated with the assumption that size of RRC establishment related signaling is approximately 100bytes.
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Figure 3‑1 Idle Ratio
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Figure 3‑2 Increased signalling overhead per UE(bps)


Table 3‑1 Impact of Idle Inactivity Timer for HTTP

	Idle Inactivity Timer
	Idle_Ratio (%) 
	Total RRC State Transition
 Events 
	Increased Signaling overhead per UE(bps)
	Ratio(increased overhead/throughput)

	0.3s
	94.63
	21729
	48.29
	0.3669%

	0.5s
	93.50
	13533
	30.07
	0.2233%

	1 s 
	92.03
	11157
	24.79
	0.1793%

	2 s 
	88.82
	10834
	24.08
	0.1839%

	5 s 
	80.10
	9696
	21.55
	0.1532%


Table 3‑2 Impact of Idle Inactivity Timer on user experience for HTTP

	
	Without Timer
	0.3s
	0.5s
	1s
	2s
	5s

	End-to-end delay (s)
	0.042962
	0.060194
	0.048591
	0.052856
	0.045699
	0.048635

	Throughput per UE(kbps)
	13.77661
	13.16112
	13.46894
	13.82423
	13.09737
	14.06257


From Figure 3‑1 and Figure 3‑2, it can be found that there is an inflexion point of overhead and effect when the value of idle inactivity timer is set to 1s. When the value of idle inactivity timer is smaller than 1s (i.e. 0.3s or 0.5s), signaling overhead is rapidly increased. When the value of idle inactivity timer is larger than 1s (i.e. 2s or 5s), signaling overhead is reduced a little but idle ratio is rapidly reduced.
Observation1: Introduction of idle inactivity timer may have little impacts on user experience when system load is not heavy and it is still possible to achieve a balance trade-off (i.e. idle inactivity timer = 1s in the above scenario) between signalling overhead and UE power consumption.

Scenario2: HTTP cases with different speeds
In these simulations, the synthetic HTTP modeling described in section 6.2 is used for application layer and the value of idle inactivity timer is set to 1s. Each set of simulation results comes from different UE speed. The study was to evaluate the impact of idle inactivity timer on handover events and handover signaling overheads in different UE speed cases. Case of 3km/h means that all of UEs in the simulation scenario have the speed of 3km/h. Case of average means that number of UEs with different speeds obeys the speed ratio listed in Table 2‑1.
In the following table, reduced signaling overhead is calculated with the assumption that size of handover related signaling is approximately100bytes.
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Figure 3‑3 Total Handover Events(100UE)
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Figure 3‑4 Reduced signalling overhead per UE(bps)


Table 3‑3 Impact of Idle Inactivity Timer in different speed cases for HTTP

	
	3km/h
	18km/h
	30km/h
	60km/h
	120km/h
	Average
(ratio of Table 2‑1)

	Total Handover events(without timer)
	1091
	6298
	10003
	18946
	33735
	5454

	Total Handover events(with timer)
	120
	549
	874
	1822
	4294
	521

	Reduced events ratio
	89%
	91.3%
	91.3%
	90.4%
	87.3%
	90.4%

	Reduced signaling overhead per UE(bps)
	2.16
	12.78
	20.29
	38.05
	65.42
	10.96


From the above results, it can be found that reduced handover event ratio is always about 90%, which is closed to the value of idle ratio. Comparing between Table 3‑1 and Table 3‑3 with idle inactivity timer setting to 1s, when the speed is more than 30km/h, reduced signaling overhead is even more than increased signaling overhead.
Observation2: In case of high speed, the total signalling overhead is reduced because reduced signalling overhead related to handover is even more than increased signalling overhead related to RRC establishment introduced by idle inactivity timer.
Scenario3: HTTP cases and FTP cases with different values of mean of exponential distribution for reading time 
In these simulations, the synthetic HTTP modeling and FTP modeling described in section 6.2 and 6.3 is used for application layer, the value of Idle inactivity timer is set to 1s and the speed of all UEs is set to 0km/h.  Each set of simulation results comes from different values of mean of exponential distribution for reading time. The study was to evaluate the impact of idle inactivity timer on system performance of different applications.

In the following table, signaling overhead is calculated with the assumption that size of RRC establishment related signaling is approximately 100bytes.
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Figure 3‑5 Idle ratio(%)
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Figure 3‑6 Increased signalling overhead per UE(bps)


Table 3‑4 Comparisons for HTTP and FTP

	Mean of Reading Time
	Idle_Ratio (%) 
	Total RRC State Transition
 Events 
	Increased Signaling overhead per UE(bps)
	Ratio(increased overhead/throughput)

	HTTP
	5s
	65.29
	46160
	102.58
	0.1535%

	
	10s
	79.77
	28807
	64.02
	0.1675%

	
	30s
	92.29
	11191
	24.87
	0.1891%

	
	60s
	95.35
	5812
	12.92
	0.1808%

	
	180s
	96.07
	2649
	5.89
	0.2420%

	FTP
	5s
	17.76
	14413
	32.03
	0.004668%

	
	10s
	31.03
	11370
	25.27
	0.004407%

	
	30s
	58.50
	7052
	15.67
	0.004781%

	
	60s
	73.69
	4462
	9.92
	0.004798%

	
	180s
	84.91
	1848
	4.11
	0.004723%


Observation3: With enlarging the mean of reading time, the effect of idle inactivity timer becomes better and better. The different effects between HTTP and FTP are introduced by different data volume and different duration of each packet call as described in Figure 6‑1 and Figure 6‑2.
Proposal4: The mechanism of idle inactivity timer is applicable for those applications which have the characteristic of a comparative large mean of packet call intervals like reading time of HTTP or FTP, especially in high speed cases. 
4. Conclusion

According to the presentation in section 2 and section3, it is suggested:
Proposal 1: For well-known types of applications, e.g. VoIP, Video, FTP, HTTP and Gaming etc, typical synthetic models can be used for DDA simulations and also be adjusted by changing of parameters and distribution functions or traces.
Proposal 2: In order to study the impact of mobility on system performance, the scenario of multiple cells and multiple users is needed and different speed and speed combination is the alterable simulation input.
Proposal 3: Overhead/signalling and user experience should be the emphasis of evaluation.
Our study and simulation result for idle inactivity timer is an illustration of how to simulate and evaluate mechanisms for DDA. Whether the mechanism of idle inactivity timer is used or not is left to implementation and our results would be a reference for implementation.
Proposal4: The mechanism of idle inactivity timer is applicable for those applications which have the characteristic of a comparative large mean of packet call intervals like reading time of HTTP or FTP, especially in high speed cases. 
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6. Appendix

6.1. Basic Simulation Settings
Table 6‑1 Simulation Assumptions of eDDA
	Parameter
	Assumption

	Simulation time
	3600 s

	system bandwidth
	20 MHz

	Cell layout
	Hexagonal Grid, 19 eNBs with wrap around, 3 sectors per eNB 

	Number of UEs
	100

	Inter-Site distance
	500 m

	Distance-dependent pathloss
	L=130.5+37.6log10(R) (R in km)

	Lognormal shadowing model
	Reference to B1.4.1.4 in UMTS TR30.03

	Lognormal shadowing standard deviation
	8 dB

	Correlation distance of shadowing
	50 m

	Shadowing correlation 
	Between sites
	0.5

	
	Between sectors
	1

	Penetration loss
	20 dB

	Antenna pattern
	
[image: image9.wmf](

)

ú

ú

û

ù

ê

ê

ë

é

÷

÷

ø

ö

ç

ç

è

æ

-

=

m

dB

A

A

,

12

min

2

3

q

q

q



[image: image10.wmf]dB

3

q

= 70 degrees,  Am = 20 dB

	Carrier frequency
	2.6 GHz

	eNB power
	46 dBm

	Antenna gain
	14 dBi

	UE power
	23 dBm

	Minimum distance between UE and BS
	35 m

	UE distribution
	UEs uniformly distributed within the cell

	UE speed
	0km/h, 3km/h, 18km/h, 30 km/h, 60km/h, 120km/h

	CQI measurement period
	20 ms

	SRS reporting period
	20 ms

	Number of RLC ARQ max transmit
	2

	Number of MAC HARQ max transmit
	4


6.2. HTTP Traffic Modeling
HTTP traffic model in [1] is used. 

[image: image11.emf]
Figure 6‑1: Typical Web Browsing [1]
Table 6‑2: HTTP Parameters [1]
[image: image12.emf]
6.3. FTP Traffic Modeling
FTP traffic model in [1] is used. 

[image: image13.emf]
Figure 6‑2: FTP Traffic Modelling [1]
Table 6‑3: FTP Parameters [1]
[image: image14.emf]
6.4. Idle Inactivity Timer
The mechanism of idle inactivity timer is to let UE rapidly enter IDLE state when it has been lasted for a period of predefined timer since the last data arrived. An illustration is as below:
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6‑3 An illustration for idle inactivity timer
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