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1. Introduction

The RAN plenary meeting #50 has approved a study item on the multi-point data transmission for the HSDPA networks [1]. At the moment, a few core multi-point schemes have been identified, which are presented and technically described in [2]. One of the multi-point schemes assumes that the application level data is split in the access network and is scheduled to a UE from different cells belonging to either the same or different sites. It creates a need to study further different options on how the data split can be implemented.

2. Brief overview of the multi-point schemes

It bears mentioning that there are two major multi-point schemes being considered in [2]. The first one is referred to as HS-SFN, summary of simulation results for which can be found in [3]. It assumes that exactly the same data on the same scrambling code is scheduled from different cells to a UE. Since the transmitted data is exactly the same, no changes at higher layers, in particular RLC and PDCP, are needed. Unlike HS-SFN, another scheme, which is called “Multiflow” and summary for which can be found in [4], assumes that the application level data is split in the access network thus scheduling different content from different cells. Obviously it requires changes in the MAC and higher layers to sustain such an architecture.

3. Multiflow data split options

Within HSPA RAN at least three potential data split options can be identified, which  hence will be referred to as PDCP, RLC, and MAC-ehs splits. In turn, data split options depend heavily on whether the cooperative set belongs to the same site or different sites, i.e., whether intra- and inter-site transmission takes place.  For the obvious reasons the RNC based options (PDCP and RLC splits) are better suited for inter-site scenarios, while the MAC-ehs split is in practice limited to intra-site operation. For the sake of further clarity, we will consider them separately based on whether it is intra- and inter-site Multiflow.

3.1 Intra-site Multiflow data split

Since data transmission in the intra-site Multiflow scheme takes places from cells belonging to the same site, it is possible to implement data split at the MAC-ehs layer, which would be almost identical to the DC-HSDPA architecture and, therefore, would require relatively small modifications to the existing architecture, if any. Furthermore, data split in MAC-ehs would enable joint scheduling leading to higher scheduling gains. Unlike inter-site specific data split options, which are considered below, the fact that RLC PDUs may arrive in a different order can be compensated quite efficiently by the status prohibit timer, similar to DC-HSDPA. The in-sequence delivery of SDUs is ensured by the RLC level. 

Further introduction of remote radio heads makes this data split option quite interesting from the viewpoint of implementation complexity and efficiency.
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Figure 1 – MAC-ehs traffic split solution

3.2 Inter-site Multiflow data split

In this subsection we consider a few data split options which are applicable to inter-site scenario, e.g., where the cooperative set comprises cells belonging to different sites. In particular, the RLC level and the PDCP level solutions are analysed.

As follows from its name, the RLC level data split suggest that higher layer data, after forming one stream of RLC PDUs, is split into more than one stream, each destined to a correspondent cell. So, similar to the existent architecture, there is a single RLC entity per UE. The advantage of this scheme is that the RNC is more flexible in optimizing how large SDUs are segmented to RLC PDUs depending on each link status. As an example, a large SDU can be segmented into (at least) two pieces, where each of them is scheduled over a different link.  In addition, subsequent RLC re-transmissions can take place over either link in the cooperative set thus benefiting from instantaneously better and/or less loaded cell. On the other hand, since the RNC does not have the real-time information from each cell and majority of the re-transmissions are handled by HARQ, this advantage may be quite marginal. Also the traffic pattern and link throughput imbalance has large impact on how beneficial it is to use RLC segmentation for the packet delay optimization.

Another concern behind the RLC level data split is how RLC ACK/NACKs are constructed by a UE and handled by the RNC. Since there is a single RLC stream, which is transmitted from cells potentially belonging to different sites, RLC PDUs are likely to arrive to a UE in a different order. In general, this issue is similar to the situation with DC-HSDPA and LI HARQ retransmissions, where a UE does not know whether a certain RLC PDU is missing because it is still being (re-)transmitted from another carrier or it is dropped. As a solution to avoid unnecessary NACKs, an appropriate value for the status prohibit timer is set. However, having a relatively small status prohibit timer optimized for DC-HSDPA operation may result in sending a NACK too early in the Multiflow scenario thus reducing the overall performance. Indeed, one can expect considerably larger delays due to different Iub load and completely independent scheduling. Setting the status prohibit timer to a large value and waiting for a RLC PDU may  lead to unnecessary performance degradation as an RLC PDU may indeed have been lost. In [5], a mechanism is proposed that aims at avoiding unnecessary retransmissions. However, our view is that it is complex and does not solve the problem  of gaps caused by data transmission from different links. In particular it requires both RNC and UE to keep track over which link an individual RLC PDU is sent and received to send feedbacks specific to each cell. It changes and complicates the existent RLC implementation at both sides. Another issue is that, as mentioned in [5], a tighter Iub flow control might be needed to avoid large buffers at Node B and mitigate the out-of-order impact. However, it should be noted that RNC cannot have the real-time picture of the Node B buffer status unless it exchanges all the time signalling messages, thus creating an additional load on Iub. Furthermore, ensuring smaller queues may reduce Multiflow gains scheduling because Node B may be out of data or has less data to schedule at suitable moments of time. Another potential problem with the RLC split was identified in [6]. Due to the common RLC sequence numbering space, a stalled data transmission at one Node B can block the overall data transmission due to the limited window for outstanding packets.

On the other hand, it is  worth mentioning that a solution with one RLC entity has clearly an advantage of ensuring the SDU in-sequence delivery. Indeed, since there is one RLC receiver buffer with a single numbering space, no additional mechanisms are needed. Yet another advantage is that whenever a link changes or is removed from the cooperative set, the RLC level ACK/NACKs will ensure the retransmission of RLC PDUs dropped as a result of link removal.
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Figure 2 – RLC level traffic split solution

Another option for splitting data in the inter-site scenario is the PDCP layer. Its major benefit is that it allows for keeping the lower protocol layers untouched and parallelising of RLC processes in RNC. As follows from the figure, RNC keeps several (at least two) RLC state machines for a single PDCP entity per UE. As a result, there is no need for a complex bookkeeping scheme to track over which cell a particular PDU is transmitted, and a UE can send safely ACK/NACKs for a correspondent RLC stream by relying on the small timer values. The drawback of this scheme is that RLC PDU re-transmissions must be performed over the same RLC stream as the initial transmission. Another limitation is that the PDCP layer lacks segmentation support, which may lead to higher packet delays if the radio link qualities are unequal and the number of PDUs in PDCP buffer is very low. On the other hand, gains of Multiflow are in general lower in such a scenario. 

When compared to the RLC split, another important difference is that the SDU in-sequence delivery must be ensured at the PDCP layer based on SDUs received from both RLC entities. For this purpose it is possible to mandate the usage of  the PDCP SN field. Even though it introduces an additional overhead, it is almost negligible because the SN field will take only two bytes per SDU. One can argue that having an additional re-ordering buffer at the PDCP layer will cause an increased memory consumption. However, depending on the memory allocation strategy – either static or dynamic – the overall memory consumption will be either larger or almost the same. Furthermore, since Multiflow is positioned for UEs with the DC-HSDPA functionality, the memory consumption should not be the issue.

Another important issue of the PDCP split is the absence of ACK/NACK mechanism. As a result, if for some reason a particular SDU is missing in the re-ordering buffer and is not delivered by the network, then the data forwarding process may stall at the UE side. Even though this is quite a rare situation to occur, the UE may resort to implementing an additional PDCP level timer that will advance automatically the re-ordering buffer upon timer expiry. There should be just one PDCP buffer timer, whereas in the RLC split, a timer for each gap should be created and maintained requiring more complex functionality.

Similar to the RLC split, the PDCP level solution may suffer when one of radio links is removed thus potentially causing RLC PDU drops from the Node B buffer. Unlike the RLC split, there is no intrinsic mechanism that can send ACK/NACKs for SDUs. However, similar to the lossless SRNC relocation, there are ways the network can know the highest contiguous SDU SN in the UE PDCP re-ordering buffer and initiate appropriate retransmissions. 
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Figure 3 – PDCP level traffic split solution

4. Conclusions

In this paper, we presented a few solutions how to split the application level data for the HSDPA muti-flow concept. The data split architecture impacts both the performance and complexity of this concept. However, our view is that further performance evaluations should not be limited to any of the data split options until the benefits and drawbacks are thoroughly understood and agreed upon. Our preliminary analysis has indicated that there is no principle difference between the RLC and PDCP splits, but we lean toward the PDCP split as the one reusing the existent RLC implementation and requiring less extensions and development efforts. 

Another dimension of thinking is whether there should be only one particular data split option or whether a UE can indicate a support for several ones. In particular, the MAC-ehs data split seems to be quite a straightforward solution for the intra-site scenario, especially taking into account wider deployment of remote radio heads. Thus, it can be considered as an intrinsic part of Multiflow UEs. 

References

[1] RP-101439, “Study Item Description for HSDPA Multipoint Transmission”

[2] R1-111116, “3rd Generation Partnership Project;Technical Specification Group Radio Access Network; HSDPA Multipoint Transmission (Release 11)”, Nokia Siemens Networks

[3] R1-111164, “HSDPA Multipoint Transmission Simulation Result Summary”, Nokia Siemens Networks, Nokia 

[4] R1-111077, “Summary of Performance of SF-DC Schemes”, Qualcomm Incorporated

[5] R1-110126, “DL Scheduling, RLC and Flow Control assumption for Inter-NodeB Multi-Point Transmissions”, Qualcomm Inc.

[6] R2-112050, “RAN2 Impacts of Inter-NodeB HSDPA Multipoint Transmission”, Huawei, HiSilicon


