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1   Introduction
Relay, a potential technology to enhance capacity and coverage, has being evaluated by different 3GPP RAN working groups as a study item for LTE-A system. RAN1 has decided that type 1 relay must be one part of LTE-A system, and RAN2 and RAN3 has been making a lot of discussions on type 1 relay protocol architecture designing during recent meetings.
In [1], four alternatives of type 1 relay architecture have been analysed heavily, namely Alt1, Alt2, Alt3 and Alt4. This contribution is intent to analyze some further considerations which maybe greatly impact the performance of LTE-A system and thus should be taken into account when the four relay architecture alternatives are being discussed.
2   Scalability of S1/X2 interfaces

In Alt1 and Alt3, each Relay-Node (RN) needs to setup one separate S1 interface towards each MME belonging to a MME pool to which UEs attach [2].(A similar mechanism would apply for the X2 interface as well.). It means the RN has to maintain a great number of S1 interfaces towards all the MMEs in the MME pool, and corresponding each MME has to maintain additional S1interface towards each RN as well as each Donor-eNB (DeNB). Considering each S1 interface crosses the Un interface, i.e. each S1AP message(including the non UE-associated interface management message) is carried via the Un interface like the user data,  plenty of  S1 interfaces will obviously lead to a high radio resource consume on the Un interface in both the RN and DeNB, and lead to a heavy process load on the interface management in each MME. This scalability issue will be exacerbated significantly when high density RN are deployed which scenario is actually agreed in the RAN2 #66bis meeting.  
In Alt2, the problem is solved by introducing a HeNB like functionality in the DeNB, and therein a RN needs to set up only one S1/X2 interface with its DeNB and the S1/X2 interface of the DeNB will act as the proxy for the S1/X2 interface of all the RNs under the DeNB [2]. By this way, the RN is looked as the cell(s) of the DeNB from the MME/eNB point of view and the RN is completely hidden from the network, therefore no scalability problem will happen, even in the high density scenarios.
Similar with Alt2, a RN also can be regarded as the cell(s) of its DeNB and therefore no scalability problem will occur in Alt4 too. The difference is that a limit extension is needed for the current RRC specification in Alt4 to absorb the necessary S1/X2-AP functions required for the Un interface. 
Conclusion 1: Alt2 and Alt4 can avoid the scalability issue while Alt1 and Alt3 can not.

Proposal 1: The scalability problem of S1/X2 interface should be avoided when selecting the Relay Architecture.

3   Delay in Control and User Plane
As presented in [3],[4] and [5], according to the requirement of LTE-A [6], the C-Plane latency takes into account RAN and CN latencies (excluding the transfer latency on the S1 interface) in unloaded conditions, and the target for transition time from the Idle mode (with an IP address allocated) to the Connected mode is less than 50 ms including the establishment of the user plane (excluding the S1 transfer delay). However, as is known, extra delay is introduced due to the introduce of the RN at UE-to-RN-to-DeNB link, and for the “type 1” relay, the MBSFN subframe configuration mechanism also introduces extra UL/DL scheduling delays on the Un interface. Therefore the overall delay is expected increased to accommodate the RN.

For Alt1/2/3, all the UE-associated signaling (both UE’s NAS and S1/X2-AP messages) are carried like the user plane data (Data Radio Bearer) and needs to be transmitted according to the different QoS parameters, i.e. QCI value. While according to the standardized QCI characteristics specified in TS 23.203, the smallest guaranteed delay between UE and P-GW(UE) is 50ms, which means the smallest guaranteed path delay between RN and P-GW(RN) will be no less than 50ms for one way.

In Alt 1, UE-associated signaling experience the whole path: UE<-->RN<-->DeNB<-->SGW/PGW(RN) <-->MME(UE) and hence the total latency will be in far excess of the targeted transition time (i.e. 50ms) from the Idle mode to the Connected mode. The similar result would apply for the user plane as well. And in Alt2/3, a lower (and similar) latency is foreseen due to the saving on the path delay between DeNB and SGW/PGW(RN), and the main difference between Alt2 and Alt3 depends on the processing capability of the DeNB into which the SGW/PGW functionality in Alt3 and additional HeNB GW-like functionality in Alt2 is integrated. While in Alt4, besides the saving on the path delay between the DeNB and SGW/PGW(RN), an efficient Un interface latency is also expected since the UE-associated signalings are carried as Signal Radio Bearer(SRBs) on the Un interface. Therefore, it is sure the Alt1 can not meet the LTE-A requirement on latency, and the Alt2/3 maybe have some optimization possibility, while the Alt4 could provide the optimal performance from the delay point of view. 
Conclusion 2: From the delay point of view, Alt4 could provide the optimal performance and Alt1 experiences a worst performance.

Proposal 2: In order to meet the requirement in LTE-A, the latency performance should be considered when selecting the Relay Architecture.

4   Data forwarding at handover
In Alt1, user data needs to be forwarded to the RN’s GW before it can reach the target eNB at UE’s handover. And because the RN’s GW is a core network node, this will bring a relatively large delay into system and whether it will impact the consistence of user data at handover needs to be evaluated carefully. In Alt3, the RN’s GW is integrated into the DeNB, so the forwarding data need not to be routed back to the EPC. But since UE’s GTP-U tunnels have no termination on the DeNB, the DeNB still acts as a router and has no knowledge about UE bearers, therefore in Alt3 data forwarding forth and back on the Un interface can not be completely avoided and it is foreseen that this will waste some wireless transport resource on the Un interface.
Based on Alt3, Alt2 makes a further step by terminating S1-AP/GTP-U protocols towards UE also on the DeNB and the DeNB can get the UE bearer information in Alt2, which makes it easier to optimize the data forwarding procedure at handover. As it is shown in [2], this kind of design indeed provides an optimization space especially compared to Alt1 and Alt3.
Like Alt2, DeNB in Alt4 also knows the bearer information of UE under RN, so Alt4 can realize some optimization on data forwarding too. And for Alt2 this is limited to non-PDCP’ed packets though while Alt4 avoids back and forth forwarding any packet on the Un interface [7]. It results that Alt4 is the most efficient architecture to handle mobility to/from RN.
Conclusion 3: Alt4 is the most efficient architecture to handle the mobility to/from RN.
Proposal 3: The handover performance should be considered when deciding the Relay Architecture.

5   TNL overhead
In Alt1 and Alt3, the TNL overhead, brought by GTP-U/UDP/IP protocols, wastes a great amount of wireless transfer resource on the Un interface. As we know, all the current ROHC profiles can not compress GTP-U header, and this leads to a big transfer overhead to the user traffic, especially to VoIP service. And it is calculated in [8] that more than 68% of the Un resource is wasted when delivering VoIP traffic even though the outer IP/UDP header has been compressed by the conventional ROHC.
The situation is getting worse when it comes to the multi-hop relaying scenario. The user plane architecture of Alt1 in the two-hop scenario is given out in figure 1, and from the figure we can see the TNL overhead in Alt1 is becoming bigger and bigger with the increasing number of hop. We note that Alt3 has the same overhead problem on the wireless Un interface although all the RNs’ GW have been collapsed into the DeNB.
Consequently, a new ROHC profile is almost mandatory to be implemented to reduce the TNL overhead on the Un interface in Alt1 and Alt3. Considering the current ROHC profiles all are standardized by IETF, it may be better for us to request IETF to take the new ROHC profile designing work since it has more expertises, however the work of designing such a multi-layer header compression algorithm is still estimated to take much time and effort.
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Figure 1 Alt1’s UP architecture in the two-hop scenario
Comparing to Alt1 and Alt3, the TNL overhead problem is not so serious in Alt2, especially in the multi-hop scenario. Figure 2 is the user plane architecture of Alt2 in the two-hop deployment, and we can easily see that the overhead on the Un interface remains unchanged when the number of hop is increasing. A new ROHC profile may be still needed in Alt2, but it is made easier by letting GTP-U/UDP/IP terminate on the DeNB and each RNs. 
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Figure 2 Alt2’s UP architecture in the two-hop scenario
Since Alt4 terminates GTP/UDP/IP protocols only on the DeNB, so it does not bring any TNL overhead on the Un interface no matter how many hops there are, and no new header compression profile is needed at all.
Conclusion 4: Alt4 is the most efficient architecture from the TNL overhead saving point of view.
Proposal 4: The TNL overhead (especially for the multiple-hop case) should be considered when selecting the Relay Architecture.
6   Flow Control
Flow Control in the Un interface was discussed at RAN2#66bis meeting [9], and almost all participants have the similar opinion that flow Control on the Un interface is beneficial and thus should be needed in the relay scenarios. A further issue is focusing on the granularity of the flow control mechanism. In order to achieve a precise control on the Un interface, it is very important to implement flow control based on the granularity of per UE per bearer. In Alt1 and Alt3, DeNB can not be aware of per UE per bearer context and thus can not perform the flow control to such a granularity. While in Alt2 and Alt4, due to the awareness of per UE per bearer context, DeNB can easily implement the flow control based on the granularity of per UE per bearer.
Conclusion 5: Alt2 and Alt4 could provide the flow control function based on the granularity of per UE per bearer.
Proposal 5: In order to realize the optimal flow control function on the Un interface, the handling granularity of per UE per bearer should be supported when selecting the Relay Architecture.
7   Conclusion

In this contribution we analyze some further considerations by comparing between Alt 1/2/3/4, and the following proposals were drawn from the analysis.

Proposal 1: The scalability issue of S1/X2 interface should be avoided when selecting the Relay Architecture.

Proposal 2: In order to meet the requirement in LTE-A, the latency performance should be considered when selecting the Relay Architecture.

Proposal 3: The handover performance should be considered when deciding the Relay Architecture.

Proposal 4: The TNL overhead (especially for the Multiple-hop case) should be considered when selecting the Relay Architecture.

Proposal 5: In order to realize the optimal flow control function on Un interface, the handling granularity of per UE per bearer should be supported when selecting the Relay Architecture.
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