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1. Introduction 

In the last WG1 meeting the proposal of the improved FACH/RACH state operation was made with the intention to enable fast power control with FACH operation. In order to properly judge the proposal and the implication for UTRAN, several open items are noted in this paper. Furthermore the motivation with the simulation results shown in RAN WG1 or RAN WG2 is not necessary presenting the actual solution proposed.

2. Comments on the fast power control benefits and simulation results.

a) Fast power control seems to be evaluated against non-power controlled case with continuous operation. As this is not the case with FACH, the results as such are of no relevance.

For a single packet (frame) on FACH, comparison needs to be made with total required signalling with and without fast power control, In this case single packet is better without fast power control as with fast power control there needs first to be a transmission with "paging" type of information (without fast power control to initiate CPCH operation in the uplink. For this:

· What is the interference generated in the uplink only for this? (as only downlink is simulated)

· What is the cut of "difference" for total number of frames on FACH before closed loop power control bring gains? It should be obvious that a single frame FACH is better without power control when considering all the overhead coming from: FACH "paging", CPCH (both uplink and downlink), channels needed to support extra CPCHs (CSICH etc,)

It is also worth noting as mentioned in last WG1 that some generic assumption like power control dynamics correspond to the uplink case rather than the downlink case.

3. Questions on the proposal itself:

b) What is the minimum and max delay required between FACH "paging" and actual packet on the FACH? What does the calculated delay consist of (UE processing, CPCH procedure, Node B-RNC delay etc.)? Are CPCH procedure error events included?

c) Where are the packets buffered in the meantime and what is the buffer size needed?

d)  If in the RNC, is then the uplink CPCH maintained over (100 ms?) just for a single 10 ms packet?

e) What is the amount of bits needed to tell UE the necessary parameters for closed loop FACH reception?

4. Questions on System issues:

a) Does there need to be PCPCH always reserved for FACH with closed loop power control? Or multiple ones? If more than one then how many? How many extra receivers are needed for CPCH in Node B for a single FACH with CPCH? (With and without existing CPCH traffic)?

b) If uplink is congested, does this prevent FACH transmission on the downlink (when CPCH procedure fails due interference peak in the uplink)

c) Are there impacts for the functional split between RNC and Node B? The earlier raised issue was where are the packets stored before CPCH procedure has success?

d) If RNC controls the FACH usage (message contents), how does RNC know when CPCH has been released or whether it was free when FACH message was generated in RNC? (if the same CPCH resource pool is shared for CPCH operation)

f) Release –99 UE expects FACH to be non-power controlled. When on the RACH/FACH state, does the power controlling of FACH cause problems for their quality monitoring of FACH reception and in-band identification of UEs ?

5. Conclusions: 
This contribution is intended to point out the issues where further clarifications would be needed before some evaluation of the benefits of  the proposed for UTRA FDD could be done. It is to be noted that most of the issues are of the responsibility of TSG RAN1 but it was felt useful to have visibility of the raised questions to TSG RAN2 as well. Thus this paper is submitted to both TSG RAN1 and TSG RAN2 with the expectation that (most of) the discussion is to take place in WG1.

