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1 Introduction
In this contribution, we discuss resource allocation and MAC aspects of SL positioning. 

2 Resource allocation and MAC aspects
2.1 Remaining aspects of Scheme 1 resource allocation
RAN1 has made the following agreements on Scheme 1 resource allocation for SL positioning:
	RAN1#112:
Agreement
· A UE can be configured to perform either resource allocation Scheme 1 or Scheme 2, applicable to all resource pools (dedicated or shared resource pools).
· SL PRS unicast/groupcast/broadcast can occur in either a shared or a dedicated resource pool.

Agreement
Regarding Scheme 1 SL-PRS resource allocation, do not further consider a transmitting UE to receive the SL-PRS resource allocation through higher layers from the LMF (i.e. Option 1 is not pursued further). 

RAN1#112-bis:
Agreement
For Scheme 1 SL-PRS resource allocation, a transmitting UE can receive a SL-PRS resource allocation signaling from gNB through a
· Dynamic grant
· FFS Reuse DCI format 3_0 for signalling SL-PRS resource allocation or Support a new DCI format (3_X) and consider DCI format 3_0 as a starting point
· Configured grant type 1
· the SL-PRS transmission(s) follows the higher layer configuration
· Configured grant type 2
· Support activating and releasing the configured grant using a new DCI format 3_X or 3_0 (to be down-selected between the two DCI formats)
· The above mechanisms use NR Rel-16 mode-1 signaling as a starting point
· FFS: whether same/different DCI format(s) are applied for shared pool and dedicated pool.
· FFS: Further details


RAN1#113:
Agreement
In dynamic grant type resource allocation in scheme 1,
· For shared resource pool, DCI format 3_0 is being used as a starting point, down-select between the two alternatives below:
· Alt. 1: Indication SL-PRS specific information is explicitly included in DCI
· FFS: Which SL-PRS specific information
· Alt. 2: Indication SL-PRS specific information is not explicitly included in DCI
· FFS: Dedicated resource pool

RAN1#114:
Agreement
From RAN1 perspective, for scheme 1 SL-PRS resource allocation for a UE requiring to transmit SL-PRS, the serving gNB may receive a request for specific SL PRS resource characteristic(s)/SL-PRS resource configuration(s). 
· Up to other WGs to decide on the appropriate signaling and details on SL PRS characteristic(s) and/or SL-PRS configuration(s) request




Despite the RAN1 progress, at least the following aspects of Scheme 1 resource allocation remain open, which falls into RAN2 scope: 
i) “How does a gNB receive a request to allocate resources for a SL PRS transmission?”; and 
ii) “How are the resource allocation conflicts across UEs served by different (e.g., neighboring) gNBs are resolved?”. In the following, we elaborate on these aspects.

Observation 1: Resource allocation request and conflict coordination are open issues in Scheme 1 resource allocation.

As in SL communications, UE that will transmit SL PRS can request resources from its serving gNB. The characteristics / configuration of SL PRS such as bandwidth, number of symbols, comb size, etc. can be also part of this request. However, these characteristics/configuration need to be determined by LMF or server UE as these are the coordinating entities towards achieving the required positioning QoS.

Proposal 1: SL PRS transmission characteristics / configuration such as bandwidth, periodicity and comb size are determined by LMF in in-coverage scenarios, and by server UE in out-of-coverage scenarios.

The LMF / server UE could then inform the UE(s) that will transmit SL PRS about the SL PRS transmission configuration, e.g. via assistance data. For this purpose LPP/SLPP Provide Assistance Data message could be utilized.

Proposal 2: The LMF / server UE provides SL PRS transmission characteristics / configuration to UE(s) that will transmit SL PRS by using Provide Assistance Data messaging.

Once the assistance data is obtained from the LMF / server UE and the SL PRS transmissions configuration determined, the transmitter UE could then request the necessary resources from its serving gNB. 

Proposal 3: For Scheme 1 resource allocation, TX UE informs the serving gNB about the required SL PRS characteristics including SL PRS bandwidth and periodicity.

Nevertheless, SL positioning typically involves a group of UEs transmitting SL PRS, e.g., by multiple anchor UEs to support absolute positioning of a target UE. Further, certain positioning methods such as RTT or TDOA, require the SL PRS transmissions to take place within a short time as much as possible. This is to avoid any degradation of positioning accuracy that may result from highly dynamic mobility conditions or clock drifts at the UEs over time. Considering these factors, legacy Mode 1-like resource allocation methods might become inefficient since each UE needs to request a resource for its own transmission, which causes latency and signaling overhead. 

To overcome this limitation, a resource allocation request coming from a single UE, e.g., target UE, may be sent on behalf of other UEs that will transmit SL PRS for positioning the target UE. In turn, gNB can make an efficient decision on resource allocation to multiple UEs at once.
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Proposal 4: In a session with multiple SL PRS transmitters, a given UE may request resources from its serving gNB on behalf of other SL PRS transmitting UEs. Subsequently, the gNB informs each transmitter UE individually about its resource allocation decision.

Another challenge with Scheme 1 resource allocation arises when UEs that transmit SL PRS for positioning a target UE are served by different gNBs. In this case, different gNBs may allocate the same or overlapping SL resources for these SL PRS transmissions, which would interfere with each other, thereby considerably degrading the positioning accuracy. To avoid such resource conflicts across gNBs, LMF can act as an intermediary entity where it can collect resource allocation information of one gNB and inform another gNB about it. Each informed gNB could then avoid allocating any conflicting resource based on the collected information.

Proposal 5: RAN2 to support gNBs reporting their resource allocation decisions on SL PRS configured grants to the LMF whereby the LMF can share this information with other gNBs to help avoiding SL resource conflicts. 

Further, instead of above proactive approach that triggers LMF and multiple gNBs before allocating the resources, which might not always desirable due to latency constraints, rather a reactive approach could be taken, where UEs can indicate to their serving gNB about any resource conflicts with other UEs served by different gNBs, e.g., at cell edge/intersection areas. This way, gNBs become aware of the conflicts and can take action to resolve them accordingly.
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Proposal 6: RAN2 to support UE indicating SL PRS resource allocation conflicts to its serving gNB.
2.2 Congestion Control for SL PRS

With regards to congestion control in Scheme 2 resource allocation for SL PRS, RAN1 has reached the following agreements in the previous RAN1 meetings:

	Agreement (RAN1#114)
In Scheme 2, with regards to the congestion control for SL PRS: 
· SL-PRS congestion processing time: based on both SCS and UE capability, similar to legacy
· The maximum number of CBR ranges for SL positioning is 8
· Number of CBR levels is 16
· CBR measurement for SL PRS can be reported to gNB 
FFS: Whether it is needed to be reported to LMF or another UE

Agreement (RAN1#114)
In Scheme 2, 
· For a dedicated resource pool for positioning, 
· congestion control can restrict at least the following range of parameters for SL PRS configuration per resource pool by CBR and priority:
· Maximum SL PRS transmission power
· Maximum Number of SL PRS (re-)transmissions
· Discuss further the following four SL PRS transmission parameters: 
· Minimum Periodicity of SL PRS
· Maximum Number of SL PRS resources in a slot
· Maximum comb-size of a SL PRS resource in a slot
· Maximum Number of OFDM symbols of a SL PRS resource in a slot
· For congestion control similar to legacy, the CR limits are (pre)-configured per priority in a resource pool
· Note: Similar to SL communication how to achieve the CR limit is left to UE implementation. 
· For a shared resource pool for positioning, the SL PRS can share the same restriction of PSSCH without specific enhancement in addition to what is already specified.


Conclusion (RAN1#114bis)
For a dedicated resource pool, no more discussion on potential restriction by SL PRS-CBR and priority for the following SL PRS transmission parameters:
· Maximum Number of SL PRS resources in a slot
· Maximum comb-size of a SL PRS resource in a slot
· Maximum Number of OFDM symbols of a SL PRS resource in a slot


[bookmark: _Hlk147911850]Agreement (RAN1#114bis)
From RAN1 perspective, whether to support or not reporting of CBR measurements to LMF or another UE, is left up to other WGs.




RAN1 discussed the SL PRS transmission parameters that may be adapted for congestion control purposes. While the parameters ‘maximum SL PRS transmission power’ and ‘maximum Number of SL PRS (re-)transmissions’ have already been agreed to be a part of congestion control, there is no conclusion yet in RAN1 on the parameter ‘minimum Periodicity of SL PRS’. Note that in the legacy system the periodicity of SL transmission is determined at the higher layer based on the congestion control mechanisms implemented at the higher layer. Hence, consideration of ‘minimum Periodicity of SL PRS’ parameter must be discussed in RAN2. 

Adapting the periodicity of SL PRS may be beneficial to ease congestion. Furthermore, the SL PRS transmission periodicity is desired to be configured at the LMF or the server UE. Hence, the adaptation of the periodicity of SL PRS may be performed by the LMF or the server UE. For this reason, the CBR/CR may need to be reported to the LMF and the server UE.

Proposal 7: Congestion control can restrict Minimum Periodicity of SL PRS for SL PRS configuration per resource pool based on CBR and priority.

Proposal 8: Support determination of Minimum Periodicity of SL PRS by LMF or server UE for congestion control purposes.

Proposal 9: Support reporting of CBR / CR measurements to LMF or server UE.

In a positioning session, there are typically multiple UEs transmitting SL PRS, whereby each UE might experience different SL congestion conditions. Therefore, the congestion could be distributed over the spatial domain by “offloading” SL PRS transmissions from the UEs suffering from high congestion to the ones experiencing lower congestion, even in distributed settings. In this regard, SL PRS transmission parameters of a UE can be adjusted based on the channel congestion information (CBR/CR) of other UEs (e.g., other anchor UEs) in the session, and not only based on the CBR measured by the UE itself. 
This could be achieved either centrally by Server UE or LMF, to which UEs report their CBR/CR measurements, or in a distributed manner where UEs mutually exchange their CBR/CR with each other and accordingly adjust their SL PRS transmission parameters as per a given (pre)-configuration.

As an outcome, the UE observing higher congestion would reduce its resources to transmit SL PRS (e.g., transmit with lower frequency) while the other anchor UEs observing lower congestion increase their resource usage for transmitting SL PRS. In this way, the target UE would be able to continue SL positioning measurements with a certain QoS, without being impacted by the congestion at a specific anchor UE as it can be offloaded to other anchor UEs.

Proposal 10: SL PRS transmission parameters of a given UE can be adjusted based on CBR / CR of that UE and / or other UEs, either 
· centrally at server UE / LMF which collects CBR / CR measurements from the UEs, or 
· in a distributed manner where UEs mutually exchange CBR / CR measurements with each other.

2.3 Priority and delay budget of SL PRS
With regards to priority of SL PRS transmissions, RAN1 has made the below agreements in the previous RAN1 meetings:

	Agreement (RAN1#112)
For the scheme 2 sensing-based resource allocation, 
· Rel-16/17 resource (re)-selection procedure is reused for SL-PRS in the shared resource pool. 
· Study if/what changes are needed
· Rel-16[/17] resource (re)-selection procedure with periodic and without periodic reservations is the starting point for the design of SL-PRS in the dedicated resource pool. 
· Study what changes, if any, are needed at least with regards to the following: sensing window, resource selection window, reservation interval, Resource exclusion mechanism (e.g. definition of resource set for SL-PRS, how RSRP is measured, etc)
From RAN1 perspective, priority value for SL PRS should be provided by higher layers from Tx UE perspective.
Agreement (RAN1#114)
For a slot, a single priority value is provided by higher layers to the physical layer and is used at least to determine the PSSCH and/or SL-PRS transmission power via the value of .
· For dedicated resource pool, this corresponds to the priority level of SL PRS. 
· Send an LS to RAN2 requesting them to take the above into consideration when defining priority levels for SL PRS and PSSCH that are multiplexed in the same slot of a shared resource pool.



Further, RAN2 has reached the following related agreements in the previous meetings:

Agreements (RAN2#123):
Define 8 priority levels for SL-PRS priority, same as the number of priority levels for SL-SCH. Send a LS to RAN1 and SA2 on RAN2 agreement with the understanding that the SL-PRS priority levels are mapped from sidelink positioning/ranging QoS. (14/14)
The SL-PRS priority can be provided by the UE’s own high layer when it triggers the SL-PRS transmission. (14/14) The following issues are open and can be raised in the LS for RAN1 input:
	Whether the UE’s higher layer can provide SL-PRS priority for the SL-PRS triggered by peer UE
	Whether the peer UE triggers the SL-PRS transmission can provide the SL-PRS priority

Agreement (RAN2#123bis):
For a SL grant in dedicated resource pool, MAC layer selects the destination that has the highest priority of the SL PRS for transmission. FFS the other criteria for destination selection in shared resource pool

While the QoS parameters, which are related to accuracy and latency requirements of the associated positioning request, would be the foremost factor when determining the priority of SL PRS transmissions, there are yet further distinctive aspects of a SL PRS transmission. In particular, depending on the configuration of session(s), multiple UEs (e.g., anchor UEs or target UEs) might be benefiting from a single SL PRS transmission. 

However, in distributed settings, e.g., in OOC with Scheme 2 resource allocation, resource conflicts to such transmissions would eventually impact even more UEs, and degrade the corresponding positioning QoS. Therefore, the number of associated UEs, e.g., intended receivers, or other involved transmitters, could be also used to prioritize corresponding SL PRS transmissions by the MAC entity.

Proposal 11: In addition to selecting the SL PRS transmission with the highest SL PRS priority, MAC entity also prioritizes transmissions that are associated with a higher number of receiving UEs. 

In a shared resource pool, a UE may transmit SL data and SL PRS in the same slot, with the SL data and SL PRS having in general different priorities. An agreement regarding the L1 priority of the of the joint transmission was made in R2#123:

	Agreement RAN2#123bis
When resource selection is triggered for the transmission of both data and SL-PRS on shared resource pool, the priority is determined by MAC as the higher priority of the two for the usage of both MAC and PHY. Send a reply LS to RAN1
The priority of the data should follow the priority of PRS when there is only SL-PRS pending for transmission on shared resource pool.



However, it is an open issue how to handle the priority of retransmission of data, without accompanying SL PRS. If such a retransmission is done with the same priority as the initial transmission, then the SL data may unjustifiably benefit from the priority of the SL PRS, even in its absence, potentially in the expense of other legacy SL communication transmissions. Therefore, when there is subsequent retransmission of SL data without any accompanying SL PRS, the priority should be set back to original SL data transmission priority. 

Proposal 12: In shared resource pools, retransmissions of SL data, whose initial transmission was done jointly with SL PRS, should have the original priority of SL data, even if the priority of the initial joint transmission had a different priority due to the priority of SL PRS. 

With regards to delay budget of SL PRS transmissions, the below working assumption was made:
	R1#114
Working assumption
For Scheme 2, in a dedicated resource pool, using Rel-16 resource (re)-selection procedure as the starting point, support the following modification:
· Modification 2: For the resource selection window: 
· Option 1: for the derivation of the window, using the legacy approach as a starting point, substitute the Packet Delay Budget (PDB) with a Delay Budget for SL-PRS
Send an LS to RAN2 asking RAN2 whether they can confirm RAN1’s working assumption, and if not let RAN2 decide an alternative solution.



Also, the following editor’s note is included in the running MAC CR, regarding resource selection in a shared resource pool when random selection is configured:

	Editor's NOTE:	FFS the resource selection on SL-PRS shared resource pool when both data corresponding to logical channel with PDB and SL-PRS with delay budget are transmitted; or when there is no data corresponding to logical channel and there is only SL-PRS delay budget.  



In a similar fashion as the agreed handling of priorities of joint SL data and SL PRS transmissions, where the maximum of the SL data priority and SL PRS priority is used as the priority of the joint transmission, in a shared resource pool where random selection is configured, time and frequency resources for one transmission opportunity should be randomly selected, according to the amount of selected frequency resources and the minimum of the remaining PDB of SL data and the remaining delay budget of SL PRS.

Proposal 13: In shared pools, when both SL PRS and SL data transmissions are available in the logical channels at the same time, MAC entity takes the minimum of PDB of SL data and delay budget of SL PRS into account for resource selection. Similarly, if there is only SL PRS without any SL data, then SL PRS delay budget is taken into account for resource selection.

3 Conclusion
This document has made the following observations and proposals:

Observation 1: Resource allocation request and conflict coordination are open issues in Scheme 1 resource allocation.


Proposal 1: SL PRS transmission characteristics / configuration such as bandwidth, periodicity and comb size are determined by LMF in in-coverage scenarios, and by server UE in out-of-coverage scenarios.

Proposal 2: The LMF / server UE provides SL PRS transmission characteristics / configuration to UE(s) that will transmit SL PRS by using Provide Assistance Data messaging.

Proposal 3: For Scheme 1 resource allocation, TX UE informs the serving gNB about the required SL PRS characteristics including SL PRS bandwidth and periodicity.

Proposal 4: In a session with multiple SL PRS transmitters, a given UE may request resources from its serving gNB on behalf of other SL PRS transmitting UEs. Subsequently, the gNB informs each transmitter UE individually about its resource allocation decision.

Proposal 5: RAN2 to support gNBs reporting their resource allocation decisions on SL PRS configured grants to the LMF whereby the LMF can share this information with other gNBs to help avoiding SL resource conflicts. 

Proposal 6: RAN2 to support UE indicating SL PRS resource allocation conflicts to its serving gNB.

Proposal 7: Congestion control can restrict Minimum Periodicity of SL PRS for SL PRS configuration per resource pool based on CBR and priority.

Proposal 8: Support determination of Minimum Periodicity of SL PRS by LMF or server UE for congestion control purposes.

Proposal 9: Support reporting of CBR / CR measurements to LMF or server UE.

Proposal 10: SL PRS transmission parameters of a given UE can be adjusted based on CBR / CR of that UE and / or other UEs, either 
· centrally at server UE / LMF which collects CBR / CR measurements from the UEs, or 
· in a distributed manner where UEs mutually exchange CBR / CR measurements with each other.

Proposal 11: In addition to selecting the SL PRS transmission with the highest SL PRS priority, MAC entity also prioritizes transmissions that are associated with a higher number of receiving UEs. 

Proposal 12: In shared resource pools, retransmissions of SL data, whose initial transmission was done jointly with SL PRS, should have the original priority of SL data, even if the priority of the initial joint transmission had a different priority due to the priority of SL PRS. 

Proposal 13: In shared pools, when both SL PRS and SL data transmissions are available in the logical channels at the same time, MAC entity takes the minimum of PDB of SL data and delay budget of SL PRS into account for resource selection. Similarly, if there is only SL PRS without any SL data, then SL PRS delay budget is taken into account for resource selection.
