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1	Introduction
During last meeting, RAN2 discussed the issue about MCPTT packet latency requirement and no concrete conclusion solution was agreed. In the meantime, SA2 made some progress on this issue and sent and LS to RAN2 [1]. Within the LS, the following information was provided:
	1. Overall Description:
[bookmark: _Hlk149830371]SA2 thanks SA6 and RAN2 for the reply LS on addressing packet loss during multicast MBS delivery. SA2 has discussed the reply LS by SA6 and came to conclusion that in order to meet the KPIs of MCPTT quoted from TS 22.179 the MCX UE that needs to support MCPTT needs to be always in RRC_CONNECTED mode when using unicast transmission or the appropriate state to receive MBS service without being paged. In order to achieve that, periodic keep-alive packets during interruptions of media transmission (e.g. Floor Idle as specified in TS 23.379 and referenced by TS 23.289), which is sent over user plane, can be used so that the UE is kept in the appropriate RRC state without being paged. It is up to the implementation, the periodicity of the keep-alive packets configured in the AF can consider NG-RAN’s configuration. SA2 approved related CRs for TS 23.501 and TS 23.247 (since rel.17). 
SA2 welcomes any feedback from RAN2 and SA6. 
2. Actions:
To SA WG6 and RAN WG2 group.
ACTION: 	SA2 respectfully asks SA6 and RAN2 to take the above into account and provide any feedback if necessary.


In this contribution, we analyse whether anything is needed from RAN2 point of view based on this LS.
2	Discussion
According to this LS, SA2 indicates there will be periodic keep-alive packets designed to keep the UE in RRC_CONNECTED during interruptions of media transmission. And based on the implementation, periodicity of the keep-alive packets will consider NG-RAN’s configuration.
In this case, from RAN2 point of view, there will be actually no data interruption for this MBS session, since the content of packet is transparent to RAN. So according to the current mechanism, RAN will not release the UE to either RRC_IDLE or RRC_INACTIVE. 
So obviously there is nothing more needed from RAN.
Observation: From RAN2 point of view, there will be actually no data interruption for MCPTT and UE will be kept in RRC_CONNECTED all along.
Proposal: RAN2 to confirm the MCPTT packet latency requirement has no spec impact.
3	Conclusion
In this contribution we discuss MCPTT packet latency requirement based on SA2’s LS, and have the following proposal:
Observation: From RAN2 point of view, there will be actually no data interruption for MCPTT and UE will be kept in RRC_CONNECTED all along.
Proposal: RAN2 to confirm the MCPTT packet latency requirement has no spec impact.
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