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1	Introduction
	7.16.2 	AIML methods 
Explore AIML methods that are expected applicable to this SI and their expected or potential architecture (allocation of functionality to entities), Identification aspects, other framework aspects, impact on RAN2. Most of LCM is in RAN2 scope.
Both general aspects and use-cases specific aspects are applicable (for use cases in scope). . Please input to 7.16.2.x
7.16.2.3	Control and LCM other
AIML control and LCM (including Model Transfer / Delivery) beyond / other than Data Collection,..




In this contribution we discuss AI/ML life cycle management (LCM) functions related to different functionality and model controls (activation, deactivation, monitoring and switching) for the different use cases and also model transfer corresponding to the Agenda Item 7.16.2.3. 
2	Discussion
2.1	Entity Mapping
During RAN2#123, entity mapping tables were agreed [1], [2] for each of the use cases for UE-side, gNB-side, and LMF-side models. 
We find that combining model and functionality in rows d and e (Table 1-6 endorsed 1]) complicate matters because the level of control over a model in functionality-based LCM is minimal compared to that in model-based LCM. For example, it does not make sense that a UE could perform functionality control without coordination with the network, but model control could be feasible.
Proposal 1: Split rows d and e in each entity mapping table into separate rows for model monitoring, functionality monitoring, model control, and functionality control.
In the Rel-19 WI timeframe, as there isn’t significant support for open format models, it doesn’t seem necessary to study the standardization of model transfer/delivery of ML models to a UE in any of the use cases since proprietary models would be deployed with the UE or transferred/delivered from an OTT server. It follows that model training would occur on a vendor server. Therefore, the FFS items regarding UE-side model training and UE-side model transfer/delivery should be deleted from rows a and b of the entity mapping tables Table 1, Table 2, and Table 4 [1], [2].
Observation 1: There isn’t significant support for open format models in the Rel-18 SI timeframe.
2.1.1	CSI Compression
Table 1: Two-side Models for CSI Compression
Table 2.3-1: Table 1 [1] The mapping of function to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]



Observation 2: No case has been made for the CN training models for CSI compression, and there is thus no reason for the CN to have the model available for transfer/delivery.
Proposal 2: Delete the FFS item of CN for Model training from row a of the entity mapping Table 1.
Proposal 3: Delete the FFS items with the CN for Model transfer/delivery from row b of entity mapping Table 1.
Given the requirement of paired models for CSI compression, the gNB would need to maintain control of the UE-side and gNB-side model, so the FFS item in row e should be deleted.
Proposal 4: Delete the FFS item for UE functionality/model control from row e of the entity mapping Table 1.
2.1.2	Beam Management
Table 2: UE-side Model for Beam Management
Table 2.3-2: Table 2 [1] The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE



Observation 3: No case has been made for the gNB, OAM or CN for training models for UE-side beam management, and there is thus no reason for the gNB, OAM or UE to have the model available for transfer/delivery.
Proposal 5: Delete the FFS items of gNB, OAM, and CN Model training from row a of the entity mapping Table 2.
Proposal 6: Delete the FFS items for gNB, OAM, and CN Model transfer/delivery from row b of entity mapping Table 2.
Row e of entity mapping Table 2 indicates that the UE is responsible for model/functionality control if monitoring resides at the UE. However, it isn’t clear how a UE could switch its configured functionality without gNB involvement.
Observation 4: In entity mapping Table 2, row e, it isn’t clear how a UE could switch its configured functionality without gNB involvement.
The UE could, however, through monitoring its model, switch to a different model within the configured functionality.
Observation 5: The UE could, through monitoring its model, switch to a different model within the configured functionality.
If the table is kept in the current format, it should at least be clarified that a UE can perform certain model control, e.g., model selection and model switching, when the functionality does not change as a result of the action, when the monitoring resides at the UE.
Proposal 7: In entity mapping Table 2, row e, clarify that the UE can perform the model control for model selection and switching if monitoring resides at the UE.
Table 3: gNB-side Model for Beam Management
Table 2.3-3: Table 3 [1] The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB



Observation 6: No case has been made for the CN training NW-side model, and there is thus no reason for the CN to have the model available for transfer/delivery. Additionally, OTT server for gNB-side models is out of RAN2 scope.
Proposal 8: Delete the FFS items CN and OTT Model training from row a of the entity mapping Table 3.
Proposal 9: Delete the FFS items for CN and OTT Model transfer/delivery from row b of entity mapping Table 3.
2.1.3	CSI Prediction
In [1], it has been observed that CSI prediction with UE-side model has similarity to the beam management with UE-side model. Also, in RAN1#114 agreement on performance monitoring for functionality-based LCM, it has been proposed that the UE reports either the performance metrics, or the performance monitoring output, or the predicted CSI and the corresponding ground-truth, to the NW. The NW, based on the received performance metric, or the performance monitoring output, or its computed performance metric, makes decisions of functionality fallback operation. The functionality selection, activation, deactivation and switching operation are similar to those for beam management use cases with UE-side model (as described in Section 2.1.3). In addition, UE may make decision within the functionality on model selection, activation, deactivation and switching operation transparent to the NW. 
Based on the above observations, the functionality mapping for the CSI prediction with UE-side model can also be described as shown in Table 2.3.2. 
Proposal 10: Endorse the Table 2.3.2 for CSI prediction with UE-side model.
For the CSI prediction with gNB-side model, inference, functionality monitoring and model/functionality control are done at the gNB, similar to the beam management use case with gNB-side model. Model training for the gNB-side models can be accomplished at the gNB or at the OAM and models can be delivered from the OAM to the gNB in the latter case. Therefore, the functionality mapping as shown in Table 2.3-3 for the beam management use case with gNB-side model (with the modifications as proposed in Section 2.1.3) is applicable for the CSI prediction sue case with gNB-side model.
Proposal 11: Endorse the Table 2.3.3 for CSI prediction with gNB-side model.
2.1.4	Positioning Enhancement
Table 4: UE-side Model for Positioning
Table 2.3-4: Table 4 [1] The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a)
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF



Observation 7: No case has been made for the LMF, OAM, or CN training models for UE-side positioning, and thus there is no reason for the LMF, OAM, or CN to have the model available for transfer/delivery.
Proposal 12: Delete the FFS items LMF, OAM, and CN Model training from row a of the entity mapping Table 4.
Proposal 13: Delete the FFS items for LMF, OAM, and CN Model transfer/delivery from row b of entity mapping Table 4.
Table 5: LMF-side Model for Positioning
Table 2.3-5: Table 5 [1] The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b)
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF



Observation 8: Table 5 is included for completeness, but we have no changes to propose.
Table 6: gNB-side Model for Positioning
Table 2.3-6: Table 6 [1] The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a)
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]



Observation 9: No case has been made for the LMF training models for gNB-side positioning. Additionally, the transfer of models from an LMF to a gNB is out of RAN2 scope.
Proposal 14: Delete the FFS item of LMF from row a of the entity mapping Table 6.
Proposal 15: Delete the FFS item for LMF Model transfer/delivery from row b of entity mapping Table 6.
Considering the first observation made in this section, the entity mapping table would be incomplete if the LMF were not considered for at least functionality monitoring in row d, and for functionality control in row e.
Proposal 16: Promote LMF from FFS as a mapped entity for functionality monitoring and functionality control.
2.2	Performance monitoring 
A key challenge after the functionality is activated in UE is to monitor the performance of the functionality. A UE can have multiple functionalities supporting different sub use cases (ML enabled features) in different scenarios. To enable network control of an ML-enabled feature, there is a clear need for monitoring the performance of functionalities. RAN1 is discussing the performance KPIs for ML enabled features and those are different for different features. Performance monitoring can happen either in NW or UE. 
In Figure 2.2-1, a simple call flow diagram illustrates the reporting of performance monitoring KPIs from UE to network (e.g., gNB, LMF). In network-controlled monitoring, it is up to the network to configure the frequency of the monitoring, as well as what KPIs should be monitored. In this example, functionality A is activated by the network which is signalled to UE. UE will use, for example, functionality A. Depending on the monitoring configuration, UE will report the performance KPIs of functionality A to the network. Upon receiving the reports from UE, network may decide to deactivate the functionality A and take further action such as falling back to legacy or switching to a different functionality. 




Figure 2.2-1: Performance monitoring in functionality-based LCM.

Proposal 17: RAN2 to agree that the functionality performance monitoring is part of functionality-based LCM.


2.3	Functionality control
In functionality-based LCM, functionality control will happen in the NW (e.g., gNB, LMF). Figures 2.3-1 and 2.3-2 present the NW side control for NW side and UE side performance monitoring, respectively.
In Figure 2.3-1, the NW configures the UE to generate measurements for performance monitoring, and the NW is responsible for computing the performance monitoring KPIs. Based on the KPIs, the NW may perform functionality control (e.g., switch, deactivate or fallback operation) and send the decision to UE.  


Figure 2.3-1: NW side performance monitoring and NW side management in functionality-based LCM.
Observation 10: In functionality-based LCM, functionality control occurs in the NW (e.g., gNB, LMF) and the performance monitoring takes place either in the NW or the UE.
Observation 11: In NW side performance monitoring, the UE is configured by the NW to make performance monitoring measurements and to send them to the NW, periodically, aperiodically, or event-triggered, and the network generates performance monitoring KPIs based on the reports received from the UE.
Observation 12: In functionality-based LCM, the NW can take actions (functionality control) based on performance monitoring KPIs.
In another scenario, presented in Figure 2.3-2, UE will generate the performance monitoring KPIs and report them to the NW after being configured by the NW. The NW will evaluate the KPIs received from UE and perform the functionality control mechanism and the decision will be forwarded to UE.




Figure 2.3-2: UE side performance monitoring and NW side management in functionality-based LCM.

Observation 13: In UE side performance monitoring, UE takes measurements and calculates performance monitoring KPIs, and reports them to the NW, periodically, aperiodically, or event-triggered.
Proposal 18: Adopt into the TR 38.843, the text describing NW-side and UE-side monitoring with NW-side functionality control.
2.4	Model transfer
In RAN1, there is a definitive definition of model transfer and delivery. From the RAN2 viewpoint, information exchange protocols and signalling are all that matters regardless of the ML model and data being transferred. It is up to the higher layers (in the UE and NW) to decide how to interpret the incoming information towards the entity. We also see benefits of having unified discussion instead of having separate solutions and discussion for model transfer and information update, for each use case separately.
2.4.1	Discussion on Control Plane Model Transfer
To support control plane model transfer, several possibilities have been proposed: increase the maximum number of RRC segments; introduce a new low-priority SRB.
Increasing the number of segments and introducing a new low-priority SRB
Increasing the number of RRC segments could resolve the issue of supporting the transfer of larger ML models. However, the following excerpt from 38.300 [3] exposes an issue with increasing the number of segments.
“An RRC message may be segmented in case the size of the encoded RRC message PDU exceeds the maximum PDCP SDU size. Segmentation is performed in the RRC layer using a separate RRC PDU to carry each segment. The receiver reassembles the segments to form the complete RRC message. All segments of an RRC message are transmitted before sending another RRC message. Segmentation is supported in both uplink and downlink as specified in TS 38.331 [12].”
Note that “all segments of an RRC message are transmitted before sending another RRC message.” That means that once a model transfer begins, no other RRC messages can be transmitted, regardless of the SRB’s priority, so a new low-priority SRB will not help with adapting the CP to model transfer.

The behaviour for the transmission of an app layer measurement report [4] further illustrates the uninterruptible nature of segmented RRC traffic. Even when reporting is paused, it is required that remaining segments of a “segmented MeasurementReportAppLayer message” are submitted “to lower layers for transmission.”
Observation 14: A new low-priority SRB will not overcome the issue that a segmented RRC message must be completely transmitted prior to transmitting a new RRC message.
According to 38.323 [5], “the maximum supported size of a PDCP SDU is 9000 bytes.” And, according to 38.306 [6], “the RRC buffer size is defined as the maximum overall RRC configuration size that the UE is required to store. The RRC buffer size is 45Kbytes.”. Therefore, 5 segments are allowed by the current specification.
Of course, 5G supports high download speeds, exceeding 1gbps under very good channel conditions. However, a diverse, and sometimes fast changing, set of channel conditions and bandwidths are experienced by UEs. For example, a UE could be connected to a cell with a 10 or 20MHz bandwidth compared to a cell with a 50MHz or 100MHz bandwidth, and based on the channel conditions could be configured with a single layer through four-layer reception and an MCS with a low bit density, such as QPSK, or one with a high bit density, such as 256QAM. Due to the highly dynamic nature of the UE’s channel, available cells, and cell loading, we make some basic assumptions to estimate an average throughput and evaluate the time to download a model.
Here, we can consider some scenarios related to different model sizes. For simplicity, we will use models of 1MB, 10MB, and 100MB as examples. We will be liberal with our estimate and assume the following for the reception.
· 2-layer MIMO
· MCS 16 with 64QAM
· 100MHz, 30kHz SCS TDD (70% DL) / 20MHz, 15kHz SCS FDD
· 2 symbols allocated to the control channel
· Ignore the resources taken by reference symbols 
· The UE is allowed 20% (54RB / 20RB) of the resource blocks per slot.
· The UE will receive a transmission per slot.
· No retransmissions required.
Table 5.1.3.1-2, MCS index table 2 for PDSCH [7], indicates a modulation order of 6 (64QAM) and code rate of 719 for MCS 16. Each 64QAM symbol represents 6 bits. Given our assumption about the control channel occupying 2 OFDM symbols, we are left with the following bits per resource block.

In the case of our TDD cell, where 70% of the resources are dedicated to the DL, we have 2000 slots, 54RB available to the UE per slot and 2 layers to transmit on. The following throughput is calculated.

And in the case of our FDD cell, we have 1000 slots, 20RB available to the UE per slot, and 2 layers to transmit on. The following throughput is calculated.

In Table 1 below, the throughputs, based on the assumptions provided previously, are applied to models of sizes 1MB, 10MB, and 100MB for the 100MHz and 20MHz cells to determine the model transfer time.
[bookmark: _Ref149849543]Table 1: Calculation of Number of Segments and Time to Transfer Models for CP-based Model Transfer
	Model Size
	Number of Segments
	Time to Transfer (100MHz)
	Time to Transfer (20MHz)

	1MB
	112
	87ms
	329ms

	10MB
	1120
	870ms
	3.29s

	100MB
	11200
	8.71s
	32.9s



Observation 15: Under relatively good channel conditions and while connected to a cell with a high bandwidth, a small data transfer, e.g., a 1MB model transfer, could take nearly 100ms, and larger data transfers, e.g., 10-100MB model transfers, could take nearly 10 seconds.
Observation 16: Under relatively good channel conditions and while connected to a cell with a medium bandwidth, a small data transfer, e.g., a 1MB model transfer, could take more than 300ms, and larger data transfers, e.g., 10-100MB model transfers, could take more than to 33s.
The RRC message transmission delay associated with using the control plane to transfer models is unacceptable even when the model is small and channel conditions are good. During the time to transfer a model over RRC, a handover command or a voice call could be delayed.
Proposal 19: Do not increase the number of RRC segments to support control plane model transfer, e.g., to support control plane model transfer/delivery in cases 1a and 2a.
2.4.2	Hybrid model transfer
2.4.2.1 Overview
The first ML models may be the smallest, with their size and complexity increasing as the technology develops. While it may be feasible to push CP data volume in the short term, this route might limit model size in the future, or require further expansion to CP data capacity. The UP has sufficient capacity to transfer/deliver larger models, but the UP does not natively support control signalling. For network-controlled model delivery, these two main options have emerged in solutions developed through discussions in the past meetings: CP-based and UP-based model delivery. For CP-based model delivery, the drawback is the data volume limitation, and its advantage is its native control signalling. For UP-based model delivery, the drawback is its lack of control signalling, and its advantage is that it is capable of a much larger data volume. To support UP-based model transfer/delivery, a control mechanism must be defined, which could be a UP model transfer/delivery supported by CP signalling, which could be RRC, NAS, or LPP signalling. The basic operation is shown in Figure 2.4-1.
Observation 17: The main drawback of CP-based model delivery is its data volume limitation.
Observation 18: The main drawback of UP-based model delivery is its lack of a native control mechanism.
Figure 2.4-1 implements the control through RRC signalling, NAS signalling, or LPP signalling in the case of model transfer/delivery from the gNodeB, core network, or the LMF, respectively. Authentication and PDU session establishment would be handled through existing means, and the data transfer could use existing data transfer protocols. 


Figure 2.4-1: User Plane Model Transfer/Delivery to a UE with control.

Observation 19: A CP-controlled UP-based ML model transfer/delivery would use the existing authentication and PDU session establishment procedures, and preexisting data transfer protocols could facilitate the transfer.
2.4.2.2	Specification impact 
	Supporting criteria
	Impact on specification

	A1. Large, no upper limit model size
	No impact. UP supports large size models.

	A4. Model transfer/delivery continuity
	No impact. Continuity supported in the UP.

	A5. NW controllability
	RAN2 impact. The NW needs to command the UE to start a model transfer.

	A7. Flexible model transfer/delivery QoS
	No impact. Existing QoS mechanisms can be used.



Observation 20: The impact of using the control plane to control a model transfer requires the addition of new RRC messages to control the data transfer.
Observation 21: The impact of using the user plane to carry a model transfer requires that the UE supports a file transfer protocol available at the UE and the server containing the models.
Observation 22: A hybrid control plane and user plane solution has minimal specification impact.
Proposal 20: Add the hybrid control plane and user plane as option 5 to the model transfer comparison table.
3	Conclusion
In this paper, we made the following observations:
Observation 1: There isn’t significant support for open format models in the Rel-18 SI timeframe.
Observation 2: No case has been made for the CN training models for CSI compression, and there is thus no reason for the CN to have the model available for transfer/delivery.
Observation 3: No case has been made for the gNB, OAM or CN for training models for UE-side beam management, and there is thus no reason for the gNB, OAM or UE to have the model available for transfer/delivery.
Observation 4: In entity mapping Table 2, row e, it isn’t clear how a UE could switch its configured functionality without gNB involvement.
Observation 5: The UE could, through monitoring its model, switch to a different model within the configured functionality.
Observation 6: No case has been made for the CN training NW-side model, and there is thus no reason for the CN to have the model available for transfer/delivery. Additionally, OTT server for gNB-side models is out of RAN2 scope.
Observation 7: No case has been made for the LMF, OAM, or CN training models for UE-side positioning, and thus there is no reason for the LMF, OAM, or CN to have the model available for transfer/delivery.
Observation 8: Table 5 is included for completeness, but we have no changes to propose.
Observation 9: No case has been made for the LMF training models for gNB-side positioning. Additionally, the transfer of models from an LMF to a gNB is out of RAN2 scope.
Observation 10: In functionality-based LCM, functionality control occurs in the NW (e.g., gNB, LMF) and the performance monitoring takes place either in the NW or the UE.
Observation 11: In NW side performance monitoring, the UE is configured by the NW to make performance monitoring measurements and to send them to the NW, periodically, aperiodically, or event-triggered, and the network generates performance monitoring KPIs based on the reports received from the UE.
Observation 12: In functionality-based LCM, the NW can take actions (functionality control) based on performance monitoring KPIs.
Observation 13: In UE side performance monitoring, UE takes measurements and calculates performance monitoring KPIs, and reports them to the NW, periodically, aperiodically, or event-triggered.
Observation 14: A new low-priority SRB will not overcome the issue that a segmented RRC message must be completely transmitted prior to transmitting a new RRC message.
Observation 15: Under relatively good channel conditions and while connected to a cell with a high bandwidth, a small data transfer, e.g., a 1MB model transfer, could take nearly 10ms, and larger data transfers, e.g., 10-100MB model transfers, could take nearly 1 second.
Observation 16: Under relatively good channel conditions and while connected to a cell with a medium bandwidth, a small data transfer, e.g., a 1MB model transfer, could take nearly 300ms, and larger data transfers, e.g., 10-100MB model transfers, could take more than to 33s.
Observation 17: The main drawback of CP-based model delivery is its data volume limitation.
Observation 18: The main drawback of UP-based model delivery is its lack of a native control mechanism.
Observation 19: A CP-controlled UP-based ML model transfer/delivery would use the existing authentication and PDU session establishment procedures, and preexisting data transfer protocols could facilitate the transfer.
Observation 20: The impact of using the control plane to control a model transfer requires the addition of new RRC messages to control the data transfer.
Observation 21: The impact of using the user plane to carry a model transfer requires that the UE supports a file transfer protocol available at the UE and the server containing the models.
Observation 22: A hybrid control plane and user plane solution has minimal specification impact.
And the following proposals:
Proposal 1: Split rows d and e in each entity mapping table into separate rows for model monitoring, functionality monitoring, model control, and functionality control.
Proposal 2: Delete the FFS item of CN for Model training from row a of the entity mapping Table 1.
Proposal 3: Delete the FFS items with the CN for Model transfer/delivery from row b of entity mapping Table 1.
Proposal 4: Delete the FFS item for UE functionality/model control from row e of the entity mapping Table 1.
Proposal 5: Delete the FFS items of gNB, OAM, and CN Model training from row a of the entity mapping Table 2.
Proposal 6: Delete the FFS items for gNB, OAM, and CN Model transfer/delivery from row b of entity mapping Table 2.
Proposal 7: In entity mapping Table 2, row e, clarify that the UE can perform the model control for model selection and switching if monitoring resides at the UE.
Proposal 8: Delete the FFS items CN and OTT Model training from row a of the entity mapping Table 3.
Proposal 9: Delete the FFS items for CN and OTT Model transfer/delivery from row b of entity mapping Table 3.
Proposal 10: Endorse the Table 2.3.2 for CSI prediction with UE-side model.
Proposal 11: Endorse the Table 2.3.3 for CSI prediction with gNB-side model.
Proposal 12: Delete the FFS items LMF, OAM, and CN Model training from row a of the entity mapping Table 4.
Proposal 13: Delete the FFS items for LMF, OAM, and CN Model transfer/delivery from row b of entity mapping Table 4.
Proposal 14: Delete the FFS item of LMF from row a of the entity mapping Table 6.
Proposal 15: Delete the FFS item for LMF Model transfer/delivery from row b of entity mapping Table 6.
Proposal 16: Promote LMF from FFS as a mapped entity for functionality monitoring and functionality control.
Proposal 17: RAN2 to agree that the functionality performance monitoring is part of functionality-based LCM.
Proposal 18: Adopt into the TR 38.843, the text describing NW-side and UE-side monitoring with NW-side functionality control.
Proposal 19: Do not increase the number of RRC segments to support control plane model transfer, e.g., to support control plane model transfer/delivery in cases 1a and 2a.
Proposal 20: Add the hybrid control plane and user plane as option 5 to the model transfer comparison table.
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[bookmark: _Toc137744881]7.3.1	Common framework
7.3.1.1	Model Identification and Metadata
7.3.1.6	Management
7.3.1.6.1	Functionality control
In functionality-based LCM, functionality control will happen in the NW (e.g., gNB, LMF) and performance monitoring can take place either in the NW, as shown in Figure 7.3.1.6.1-1, or in the UE, as shown in Figure 7.3.1.6.1-2.



Figure 7.3.1.6.1-1: NW side performance monitoring and NW side management in functionality-based LCM.
 




Figure 7.3.1.6.1-2: UE side performance monitoring and NW side management in functionality-based LCM.

The following steps take place in functionality control based on performance monitoring.
1. The NW configures performance monitoring measurement configurations on the UE.
2. Depending on whether the performance monitoring happens in the NW or in the UE:
a. In NW-side performance monitoring:
i. The UE makes performance monitoring measurements and reports them to the network periodically, aperiodically, or event-triggered.
ii. The NW generates performance monitoring KPIs from the reports received from UE.
b. In UE side performance monitoring:
i. The UE makes measurements and calculates performance monitoring KPIs.
ii. The UE sends the performance monitoring KPIs to the NW periodically, aperiodically, or event-triggered. 
3. The NW takes actions (functionality control) based on generated KPIs.
4. The NW informs UE regarding the decision making. Network indicates activation / deactivation / fallback / switching of the AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI, LPP).
Notes:
	The applicability of the general procedures for specific use case can vary.
	The frequency of the reporting for specific use case can be determined in the normative phase.
End of Text Proposal 
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