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1. Introduction
[bookmark: _Hlk131583213]In this contribution, we discuss the data collection exchange scenario focusing on the CSI compression and CSI/beam prediction use case. 
2. Discussion 
2.1 Data Collection Exchange Scenario
Based on the RAN1 LS[1][2] and agreement, Table 1, Table 2, and Table 3 can serve as the starting point for input/output data related to the LCM purpose for each use case. Based on an analysis of when/which data exchange is required, RAN2 can discuss which existing methods is more suitable for which purpose/use case.
	CSI Compression
	NW part
	UE part
	Typical data size
	Typical latency
	Notes

	Training
	Input data = Target CSI
	FFS 
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	Input data = CSI Feedback
	FFS
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.

	
	[bookmark: _Hlk149659440]Input data = Gradients for CSI Feedback
	FFS
	Relaxed
	This is for backward propagation for Type 2 training

	Inference
	Input data = CSI Feedback
	Input data = Internally available in UE
	FFS
	Time-critical
	For NW part inference, L1 report similar to legacy CSI can be used

	Monitoring
	Input data = 
Target CSI, Calculated performance metric
	Input data = Reconstructed CSI and/or 

	FFS
	Near-real-time
	


<Table 1. LCM input data related entity for CSI compression use case>
	CSI prediction
	NW side
	UE side
	Typical data size
	Typical latency
	Notes

	Training
	Input data = Target CSI
	Input data = internally available in UE
	FFS 
	Relaxed
	

	Inference
	No model operation

	Input data = Internally available in UE
Output data =
Predicted CSI feedback
	FFS
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Input data = 
[bookmark: _Hlk149659775]ground truth (i.e., target CSI) corresponding to predicted CSI, 
Calculated performance metrics.
	Input data = Performance metrics are available inside the UE
Output data =
Performance monitoring output
	FFS
	Near-real-time
	


Table 2. LCM input data related entity for CSI Prediction use case>
	Beam prediction
	NW side
	UE side
	Typical data size
	Typical latency
	Notes

	Training
	[bookmark: _Hlk149659820]Input data = L1-RSRP and/or beam-ID
	Input data = internally available in UE (e.g., L1-RSRP and/or beam-ID)
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
	Relaxed
	

	Inference
	Input data = L1-RSRP, and Beam-IDs if needed for Set B
	Input data = Internally available in UE
Output data = 
Beam prediction results
	For NW sided, Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
For UE sided, Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	Monitoring
	[bookmark: _Hlk149660021]Input data = L1-RSRP(s) and/or beam-ID(s), 
Event occurrence and/or calculated performance metrics, L1-RSRP(s) and/or beam-ID(s)


	[bookmark: _Hlk149905801]Input data = Performance metrics are available inside the UE
	For L1-RSRP(s) and/or beam-ID(s), Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
For Event occurrence and/or calculated performance metrics, Small(10s of bits)
	Near-real-time
	


<Table 3. LCM input data related entity for Beam prediction use case>
Among these, LCMs that require data collection and information exchange for each specific use case include:
· CSI compression: 
· Training: 
· For NW/UE part model: Target CSI, CSI feedback, and/or Gradients for CSI Feedback 
· Data set can vary depending on the training type, such as type 1/2/3 
· Inference: 
· For NW-part inference: CSI feedback from UE to NW
· For UE-part inference: For input data, it is internally available in UE
· Monitoring:
· For NW-part monitoring: Target CSI and Calculated performance metrics from UE to NW
· For UE-part monitoring: Reconstructed CSI from NW to UE
· CSI prediction: 
· Training: 
· For NW-side training: Target CSI from UE to NW
· For UE-side training: For input data, it is internally available in UE
· Inference: 
· For UE-side inference: Predicted CSI feedback from UE to NW (output data)
· Monitoring: 
· For NW-side monitoring: ground truth (i.e., target CSI) corresponding to predicted CSI and Calculated performance metrics from UE to NW 
· For UE-side monitoring: For input data, Performance metrics are available inside the UE. For output data, Performance monitoring output from UE to NW (output data)
· Beam management: 
· Training: 
· For NW-side training: L1-RSRP and/or beam-ID from UE to NW
· For UE-side training: For input data, it is internally available in UE
· Inference:
· For NW-side inference: L1-RSRP, and Beam-IDs if needed for Set B from UE to NW 
· For UE-side inference: For input data, it is internally available in UE. For output data, Beam prediction results from UE to NW (output data) 
· Monitoring:
· NW-side monitoring: L1-RSRP(s) and/or beam-ID(s), Event occurrence and/or calculated performance metrics from UE to NW
· For UE-side monitoring: For input data, Performance metrics are available inside the UE.
We propose to use Table 1, Table 2, and Table 3 as baselines for the use cases that require data collection and information exchange.
Proposal 1. To capture the Table1/2/3 that requires data collection and data exchange into the TR as shown in Annex 5
As per the RAN1 LS[2], the required latency for inference in CSI/beam use cases is Time-critical, which requires less than a few msecs. Considering latency and processing time in RRC taking up about10msec or more, the RRC messages is not suitable for data collection for model inference in CSI/beam use cases. 
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
Therefore, we propose to down-scope RAN2 discussion for data collection, by excluding model inference, which requires time-critical (a few milliseconds) 
Proposal 2. To down-scope RAN2 discussion for data collection, by excluding model inference, which requires time-critical latency (a few milliseconds).
3. Conclusion
[bookmark: OLE_LINK5]Proposal 1. To capture the Table1/2/3 that requires data collection and data exchange into the TR as shown in Annex 5
Proposal 2. To down-scope RAN2 discussion for data collection, by excluding model inference, which requires time-critical latency (a few milliseconds).
4. References
[1] R1-2308730 RAN2 LS reply on data collection
[2] R1-2310681 Reply LS on Data Collection Requirements and Assumptions 
[3] R2-23XXXX – R2 Input to TR 38.843
5. Annex
[bookmark: _Hlk146114142]7.3.1.2	Data collection
Editor’s note (RAN2): There seem to be a need for further discussion in RAN2 to update, complete, and conclude on the content of this clause.
Data collection plays a crucial role in enabling the different use cases. Hence, the importance of defining the best approaches for collecting data to support UE-side and network-side model inference, monitoring, and training.
Table 7.3.1.2-1, Table 7.3.1.2-2, and Table 7.3.1.2-3 can serve as the starting point for input/output data related to the LCM purpose for each use case.
Table 7.3.1.2-1. LCM input data related entity for CSI compression use case
	CSI Compression
	NW part
	UE part
	Typical data size
	Typical latency
	Notes

	Training
	Input data = Target CSI
	FFS 
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	Input data = CSI Feedback
	FFS
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.

	
	Input data = Gradients for CSI Feedback
	FFS
	Relaxed
	This is for backward propagation for Type 2 training

	Inference
	Input data = CSI Feedback
	Input data = Internally available in UE
	FFS
	Time-critical
	For NW part inference, L1 report similar to legacy CSI can be used

	Monitoring
	Input data = 
Target CSI, Calculated performance metric
	Input data = Reconstructed CSI and/or 

	FFS
	Near-real-time
	


Table 7.3.1.2-2. LCM input data related entity for CSI prediction use case
	CSI prediction
	NW side
	UE side
	Typical data size
	Typical latency
	Notes

	Training
	Input data = Target CSI
	Input data = internally available in UE
	FFS 
	Relaxed
	

	Inference
	No model operation

	Input data = Internally available in UE
Output data =
Predicted CSI feedback
	FFS
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Input data = 
ground truth (i.e., target CSI) corresponding to predicted CSI, 
Calculated performance metrics.
	Input data = Performance metrics are available inside the UE
Output data =
Performance monitoring output
	FFS
	Near-real-time
	


Table 7.3.1.2-3. LCM input data related entity for Beam prediction use case
	Beam prediction
	NW side
	UE side
	Typical data size
	Typical latency
	Notes

	Training
	Input data = L1-RSRP and/or beam-ID
	Input data = internally available in UE (e.g., L1-RSRP and/or beam-ID)
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
	Relaxed
	

	Inference
	Input data = L1-RSRP, and Beam-IDs if needed for Set B
	Input data = Internally available in UE
Output data = 
Beam prediction results
	For NW sided, Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
For UE sided, Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	Monitoring
	Input data = L1-RSRP(s) and/or beam-ID(s), 
Event occurrence and/or calculated performance metrics, L1-RSRP(s) and/or beam-ID(s)


	Input data = Performance metrics are available inside the UE
	For L1-RSRP(s) and/or beam-ID(s), Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
For Event occurrence and/or calculated performance metrics, Small(10s of bits)
	Near-real-time
	


Among these, LCMs that require data collection and information exchange for each specific use case include:
· CSI compression: 
· Training: 
· For NW/UE part model: Target CSI, CSI feedback, and/or Gradients for CSI Feedback 
· Data set can vary depending on the training type, such as type 1/2/3 
· Inference: 
· For NW-part inference: CSI feedback from UE to NW
· For UE-part inference: For input data, it is internally available in UE
· Monitoring:
· For NW-part monitoring: Target CSI and Calculated performance metrics from UE to NW
· For UE-part monitoring: Reconstructed CSI from NW to UE
· CSI prediction: 
· Training: 
· For NW-side training: Target CSI from UE to NW
· For UE-side training: For input data, it is internally available in UE
· Inference: 
· For UE-side inference: Predicted CSI feedback from UE to NW (output data)
· Monitoring: 
· For NW-side monitoring: ground truth (i.e., target CSI) corresponding to predicted CSI and Calculated performance metrics from UE to NW 
· For UE-side monitoring: For input data, Performance metrics are available inside the UE. For output data, Performance monitoring output from UE to NW (output data)
· Beam management: 
· Training: 
· For NW-side training: L1-RSRP and/or beam-ID from UE to NW
· For UE-side training: For input data, it is internally available in UE
· Inference:
· For NW-side inference: L1-RSRP, and Beam-IDs if needed for Set B from UE to NW 
· For UE-side inference: For input data, it is internally available in UE. For output data, Beam prediction results from UE to NW (output data) 
· Monitoring:
· NW-side monitoring: L1-RSRP(s) and/or beam-ID(s), Event occurrence and/or calculated performance metrics from UE to NW
· For UE-side monitoring: For input data, Performance metrics are available inside the UE.
Table 7.3.1.2-1 lists existing data collection mechanisms available in current RAN specifications for the UE to report measurements to the gNB. As highlighted in Section 4.2, the analysis/selection of the data collection frameworks should focus on the RRC CONNECTED state for both data generation and reporting. Nonetheless, properties of the different methods listed in the Table can prove to be useful towards the analysis, irrespective of the RRC state for which these are designed or intended.
Table 7.3.1.2-41. Existing data collection methods identified.
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	1) End-to-End report latency**
	Report type
	Security and Privacy

	Method:  Logged MDT

	TCE/OAM
(It can be utilized by gNB)
	IDLE / INACTIVE
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information

- timing information
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

Privacy via user consent 

	Method: Immediate MDT

	TCE/OAM
(It can be utilized by gNB)
	CONNECTED
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information
	1) Procedure latency:
· Report interval: 
· 120ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	- Event triggered

- Periodic reportng 
	AS security via RRC message

Privacy via user consent

	Method:  L3 measurements

	gNB
	CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· 20ms (RRC)
	- Event triggered report

- Periodic reporting
	AS security via RRC message


	Method:  L1 measurement (CSI reporting)

	gNB
	CONNECTED
	<1706bit in PUCCH

<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signaling latency:
· 1 TTI (PUCCH) 
	- Aperiodic report

- Semi-persistent report

- Periodic report
	No AS security


	Method:  UE Assistance Information (UAI)

	gNB
	CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signaling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Method: Early measurements

	gNB
	IDLE / INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	Method: LPP

	LMF
	CONNECTED
	<9kbyte
	Location information
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive NW request message (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	- UE-triggered

- NW-triggered
	AS security via RRC message



* The payload size doesn't consider signalling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g., entering CONNECTED state, report interval).
****Air interface signalling latency is the latency to transmit one report, e.g., RRC signalling latency or PUCCH signalling latency.
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