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Introduction
In [1], SA2 would like RAN1, RAN2, RAN3 and RAN to check the following:
To RAN1, RAN2, RAN3, TSG RAN: 
ACTION: 	SA WG2 kindly asks RAN1, RAN2, RAN3 and TSG RAN to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings.

In this paper, we provide our views on RAN2 responses.
Discussion
In [2], we provide our views on function mapping. For now, there are some FFSes in the tables (details can be found in section 5). Except for all FFSes, the possible impacts to SA2 may be about LMF-side model. In table 5, LMF is listed for model training, and whether/how LMF is to be involved may need to consult RAN3, SA2.
****************************************************
Proposal 5: The Table 5 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with LMF-side model (case 2b and 3b).
Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.
****************************************************
Observation 1: For positioning with LMF-side model (case 2b and 3b), for model training (offline training) on LMF, whether/how LMF is to be involved may need to consult SA2.

For all FFSes, we provide our views in [2]. Based on the previous RAN2 discussions, we think there were some supports and also some concerns on the involving entities. Firstly, we see some benefits of involving these entities. Secondly, since this is a study item, maybe we can keep them open if there are no consensuses, and then leave it to RAN plenary for decision. For RAN#102, the outcome of the study (from RAN1, RAN2, and RAN4) will be presented, and then RAN will discuss how this SI will go, e.g. continue study or go to a R19 WI. And the cross-WGs impacts will be also checked and decided. Since RAN has a full picture of all possible solutions, it is appropriate for RAN to decide on all FFSes in function mapping tables.
Observation 2: For all FFSes in function mapping tables, RAN plenary will be a suitable place to make a decision (including whether/how SA2 will be involved).

[bookmark: _GoBack]This SA2 LS is also sent to RAN1, and RAN1 may discuss how to respond to it. In our understanding, RAN1 is also discussing LCM components, including identification aspect. For Model/Functionality identification (including model ID, meta data), according to RAN1#113 minutes, RAN1 is discussing different options, such as type A, B1, B2, and details/comparison. In this case, we think this topic can be left to RAN1 (conclusion and how to reply to SA2 if needed).
Observation 3: For Model/Functionality identification (including model ID, meta data), leave the reply to SA2 (if needed) to RAN1.

In summary, we have the following proposals:
Proposal 1: For the reply to SA2, RAN2 can capture:
For positioning with LMF-side model (case 2b and 3b), for model training (offline training) on LMF, whether/how LMF is to be involved may need to consult SA2.
Proposal 2: For all FFSes in function mapping tables, we suggest to let RAN plenary decide how to respond to SA2.
Conclusion
In this paper, we discuss how to respond to SA2 from RAN2 point of view. We have the following observations and proposals:
Observation 1: For positioning with LMF-side model (case 2b and 3b), for model training (offline training) on LMF, whether/how LMF is to be involved may need to consult SA2.
Observation 2: For all FFSes in function mapping tables, RAN plenary will be a suitable place to make a decision (including whether/how SA2 will be involved).
Observation 3: For Model/Functionality identification (including model ID, meta data), leave the reply to SA2 (if needed) to RAN1.

Proposal 1: For the reply to SA2, RAN2 can capture:
For positioning with LMF-side model (case 2b and 3b), for model training (offline training) on LMF, whether/how LMF is to be involved may need to consult SA2.
Proposal 2: For all FFSes in function mapping tables, we suggest to let RAN plenary decide how to respond to SA2.
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Mapping of functions to physical entities
R2-2308286	Report of [Post122][060][AIML] Mapping of functions to physical entities (CMCC)	CMCC	report	Rel-18	FS_NR_AIML_air
-	Quite long discussion
-	CMCC report that FFS items has support from 3 companies.
-	Chair Comment: These options represent several possibilities. RAN2 would typically have selected a specific architecture option, and for a WI, specific option(s) need to be selected. Hope it is possible to further narrow down during the SI. 
P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.

Proposals for agreements:
For CSI feedback enhancement:
Proposal 1: The Table 1 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for CSI compression with two-sided model.
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For beam management:
Proposal 2: The Table 2 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with UE-side model.
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Proposal 3: The Table 3 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with NW-side model.
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For Positioning accuracy enhancement:
Proposal 4: The Table 4 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with UE-side model (case 1 and 2a).
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

Proposal 5: The Table 5 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with LMF-side model (case 2b and 3b).
Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.

Proposal 6: The Table 6 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with gNB-side model (case 3a).
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.
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