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1   Introduction
According to RAN2#123-bis meeting, the additional conditions are discussed and the following agreements are made.
	Agreements 
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FFS signaling of additional conditions from network to UE 
4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  




In this paper, we firstly discuss the above open issue.

Secondly, in previous RAN2 meetings, there were some progress on mapping of functions to physical entities, and there were also some FFSes for entities. So this paper is also to show our views on the FFSes.
2   Discussion
2.1 Additional conditions
One FFS is that for UE-sided and two-sided UE part model, how to send the condition information from NW to UE side. In the RAN1#114b meeting, RAN1 has agreed the following potential approaches.
	Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
Note: it does not deny the possibility that different approaches can achieve the same function.



Observation 1: Several methods are discussed by RAN1, in order to send NW-side additional conditions to UE.

For the 1st step, we think RAN1 is still discussing model identification, e.g. options, feasibility, and RAN1 has not concluded on model identification.
For the 2nd step, we do not think the NW-side additional conditions are clear in RAN1, e.g. detailed information, whether such information are needed/allowed to be transmitted to UE, (if needed) the transmission requirements.
Observation 2: For Model identification and the NW-side additional conditions, RAN1 should identify the necessity first.

In general, we do not think the feasibility of additional conditions from network to UE is clear, and it is difficult for RAN2 progress on it for now. So the relevant signalling should not be pursued.
Proposal 1: Signalling of additional conditions from network to UE is not pursued.

2.2 Mapping of functions to physical entities
2.2.1 Mapping of functions for CSI feedback enhancement
[2] captures the following table:
Proposal 1: The Table 1 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for CSI compression with two-sided model.
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.


FFS on CN involvement for model training and model transfer/delivery
For [FFS: CN], on one hand, CSI compression with two-sided model is mainly about PHY layer, and it is natural to involve UE and RAN. Usually CN is not involved with PHY layer features. On the other hand, RAN2 is discussing different model transfer options. For CN related model transfer options, there are some benefits compared with other options, e.g. it may have no RAN impact and can support a wide range of model sizes. So we think the CN involvement can be open for now, and later RAN plenary can decide on it.
Observation 3: For model training and model transfer/delivery for CSI compression with two-sided model, there are some benefits of involving CN.

FFS on UE involvement for model/functionality control
We observe that monitoring and control are being discussed in RAN1, so RAN2 can leave it to RAN1 decision.

2.2.2 Mapping of functions for UE-sided CSI prediction
In [2], the discussion on UE-sided CSI prediction is postponed, and the rapporteur’s note is as below:
Rapporteur’s notes: It is observed that CSI prediction with UE-side model can share similar analysis to beam management with UE-side model. However, considering there is no more discussion in RAN1, it may be better to wait for RAN1’s progress.

According to the TR [3], we think RAN1 has made some progress on this use case, and then RAN2 could discuss the Mapping of functions as well. In our opinion, the mapping of functions for UE-sided CSI prediction is similar to UE-sided BM.

Proposal 2: The Table X can be used as starting point for discussion on mapping of AI/ML functions to physical entities for CSI prediction with UE-side model.
Table x: The mapping of AI/ML functions to physical entities for CSI prediction with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

FFS on gNB/OAM/CN involvements for model training and model transfer/delivery
For [FFS: gNB, OAM, CN], we have similar comments as for CSI compression with two-sided model. RAN2 is discussing different model transfer options, and gNB/OAM/CN related model transfer options are also included. There are some benefits compared with other options. So we think gNB/OAM/CN involvements can be open for now, and later RAN plenary can decide on them.
Observation 4: For model training and model transfer/delivery for UE-sided BM, there are some benefits of involving gNB/OAM/CN.

2.2.3 Mapping of functions for UE-sided BM
[2] captures the following table:
Proposal 2: The Table 2 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with UE-side model.
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.


FFS on gNB/OAM/CN involvements for model training and model transfer/delivery
For [FFS: gNB, OAM, CN], we have similar comments as for CSI compression with two-sided model. RAN2 is discussing different model transfer options, and gNB/OAM/CN related model transfer options are also included. There are some benefits compared with other options. So we think gNB/OAM/CN involvements can be open for now, and later RAN plenary can decide on them.
Observation 5: For model training and model transfer/delivery for UE-sided BM, there are some benefits of involving gNB/OAM/CN.

2.2.4 Mapping of functions for network-sided BM
[2] captures the following table:
Proposal 3: The Table 3 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with NW-side model.
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.


FFS on CN/OTT server involvements for model training and model transfer/delivery
For [FFS: CN, OTT server], we have no strong opinions on OTT server involvement, because it is anyway up to implementation. For CN involvement, we think it could be possible, because CN (e.g. NWDAF) may have training resources, and there may be less impacts to gNB. However, it will bring some complexities due to model delivery from CN to gNB, which has not been discussed in RAN2 yet. In general, there are some benefits for CN to do model training and model transfer/delivery compared with other options. So we think CN involvement can be open for now, and later RAN plenary can decide on them.

Observation 6: For model training and model transfer/delivery for NW-sided BM, there are some benefits of involving CN.

2.2.5 Mapping of functions for UE-sided Positioning
[2] captures the following table:
Proposal 4: The Table 4 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with UE-side model (case 1 and 2a).
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.


FFS on LMF/OAM/CN involvements for model training and model transfer/delivery
Similar to our analysis in section 2.2.3. There are some benefits for LMF/OAM/CN involvements.
Observation 7: For model training and model transfer/delivery for UE-sided positioning, there are some benefits of involving LMF/OAM/CN.


2.2.6 Mapping of functions for LMF-sided Positioning
It seems no issues left, so no need for further discussions.


2.2.7 Mapping of functions for gNB-sided Positioning
[2] captures the following table:
Proposal 6: The Table 6 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with gNB-side model (case 3a).
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.

FFS on LMF involvement for model training and model transfer/delivery
Similar to our analysis in section 2.2.4. There are some benefits for LMF involvement.
Observation 8: For model training and model transfer/delivery for UE-sided positioning, there are some benefits of involving LMF.

FFS on LMF involvement for model/functionality monitoring and control
We observe that monitoring and control are being discussed in RAN1, so RAN2 can leave it to RAN1 decision.

Proposal 3: RAN2 can keep FFSes in the function mapping tables (how to capture them in TR 38.843 can be further discussed in RAN2), and leave it to RAN plenary to decide.

3   Conclusion
In this paper, we discuss remaining issues for function mapping and additional conditions, we have the following observations and proposals:
Observation 1: Several methods are discussed by RAN1, in order to send NW-side additional conditions to UE.
Observation 2: For Model identification and the NW-side additional conditions, RAN1 should identify the necessity first.
Observation 3: For model training and model transfer/delivery for CSI compression with two-sided model, there are some benefits of involving CN.
Observation 4: For model training and model transfer/delivery for UE-sided BM, there are some benefits of involving gNB/OAM/CN.
Observation 5: For model training and model transfer/delivery for UE-sided BM, there are some benefits of involving gNB/OAM/CN.
Observation 6: For model training and model transfer/delivery for NW-sided BM, there are some benefits of involving CN.
Observation 7: For model training and model transfer/delivery for UE-sided positioning, there are some benefits of involving LMF/OAM/CN.
Observation 8: For model training and model transfer/delivery for UE-sided positioning, there are some benefits of involving LMF.

Proposal 1: Signalling of additional conditions from network to UE is not pursued.
Proposal 2: The Table X can be used as starting point for discussion on mapping of AI/ML functions to physical entities for CSI prediction with UE-side model.
Table x: The mapping of AI/ML functions to physical entities for CSI prediction with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

Proposal 3: RAN2 can keep FFSes in the function mapping tables (how to capture them in TR 38.843 can be further discussed in RAN2), and leave it to RAN plenary to decide.
For proposal 2 and 3, we have prepared Text Proposals in section 5.

4   Reference
[1] RAN2#123bis minutes



5   Text Proposals
This TP is based on “R2-23XXXXX - R2 Input to TR 38.843 _v0 Ericsson (Rapp).docx”, which can be found in the folder below:
https://www.3gpp.org/ftp/Email_Discussions/RAN2/%5BRAN2%23123bis%5D/%5BPOST123bis%5D%5B017%5D%5BAIML%5D%20TP%20update%20(Ericsson)

[bookmark: _Toc135002590][bookmark: _Toc137744882]7.3.2	CSI feedback enhancement
The following set of objectives have been identified for the two-sided CSI compression use case. Firstly, to ensure that the UE-part and gNB-part of the models are configured and applied according to their applicable scenarios and configuration. Secondly, to ensure that models match properly, ensuring that the CSI encoder used at the UE corresponds to the CSI decoder employed at the gNB. Thirdly, to allow for seamless operation, requiring the simultaneous (de)activation and switching of the two-sided model. 
Regarding the last point above, for the two-sided model CSI compression use cases, the selection, (de)activation, switching, and fallback of models or functionalities can be initiated by either the UE or the gNB. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for CSI compression using two-sided AI model:
· Model Training:

· Training data can be generated by either the UE or the gNB, depending on specific requirements, while the termination point for training data includes the gNB, OAM, Over-The-Top (OTT) server or UE.
Note: RAN2 has no consensus on involving CN.
· Inference:

· For network-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB, where the inference process is performed.

· For UE-sided model inference, the gNB can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· The UE monitors the performance of its UE-sided model. 

· For monitoring at the network side of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the gNB. 

For instance, for CSI prediction using UE sided model:
· Model Training:

· Training data can be generated by the UE, while the termination point for training data includes the UE or a UE-side OTT server.
Note: RAN2 has no consensus on involving gNB, OAM, CN.
· Inference:

· The gNB can generate input data while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· The UE monitors the performance of its UE-sided model. 

· For monitoring at the network side of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the gNB. 

[bookmark: _Toc135002591][bookmark: _Toc137744883]7.3.3	Beam management 
For beam management the selection, (de)activation, switching, and fallback of models or functionalities can also be initiated by either the UE or the gNB. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for:
· Model Training:

· For UE-sided models, training data can be generated by the UE, while the termination point for training data includes the UE or a UE-side OTT server.

· For Network-sided models, training data can be generated by the gNB, while the termination point for training data includes the gNB, or OAM.
Note: For UE-sided models, RAN2 has no consensus on involving gNB, OAM, CN. For Network-sided models, RAN2 has no consensus on involving CN.
· Inference:

· For network-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB, where the inference process is performed.

· For UE-sided model inference, the gNB can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· The UE monitors the performance of its UE-sided model.

· For monitoring at the network side of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the gNB.
[bookmark: _Toc135002592][bookmark: _Toc137744884]7.3.4	Positioning accuracy enhancements
For the positioning use cases, the selection, (de)activation, switching, and fallback of models or functionalities can be initiated by either the UE, the gNB, or the LMF. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for:
· Model Training:

· For UE-sided models, training data can be generated by the UE, while the termination point for training data includes the UE or a UE-side OTT server.

· For gNB-sided model, training data can be generated by the gNB, while the termination point for training data includes the gNB, or OAM.
Note: For UE-sided models, RAN2 has no consensus on involving LMF, OAM, CN. For gNB-sided models, RAN2 has no consensus on involving LMF.
· Inference:

· For gNB-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB where the inference process is performed.

· For LMF-sided model inference, the UE or gNB can generate the necessary input data while the termination point for this input data lies within the LMF where the inference process is performed.

· For UE-sided model inference, the gNB or LMF can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· For monitoring of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the LMF.

· The gNB can generate performance metrics while the termination points for these metrics is the LMF.
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