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Introduction
In the RAN2#123 bis meeting discussion, NW sided data collection for model training has been discussed, and a couple of conclusions have been achieved. In addition to model training, the data collection is also needed for model inference and model monitoring which has not been studied yet in RAN2 due to the lack of input from RAN1.
In the Oct meeting of RAN1, one LS [1] regarding the requirement of data collection for model monitoring/inference sent to RAN2 such as: data contents, the delay requirement, typical data size for each report instance, etc. On the basis of the LS, RAN2 can study the data collection for model inference/monitoring.
In this contribution,it is intent to provide our views the data collection per LCM purpose.
Discussion
In the LS[1] from RAN1, the requirement to the model monitoring/inference of each use case is exhibited in the Annex
Generally speaking, the data collection generated by UE terminated at NW include the following which are highlighted in green:
·  Model monitoring/inference for CSI Feedback
·  Model monitoring/inference for CSI prediction
·  Model monitoring/inference for beam management
The data collection generated by NW terminated at UE includes the following:
·  Model monitoring for CSI feedback (i.e. reconstructed CSI from NW to UE)

NW sided data collection
According to the above contents in [1] regarding model monitoring, it is observed that, in the most case, the collected data is generated by UE and terminated at NW side. For CSI/beam management, the typical data size is up to ~ 150 Kbits (i.e. target CSI) per each data sample. But not as similar as model training, the delay of collected data is near-real-timer (e.g from several 10s ms to a few seconds).
[bookmark: _Toc20606][bookmark: OLE_LINK2]For data collection of NW sided performance monitoring, the collected data (e.g. performance metrics/Target CSI/EVENT occurrence/L1-RSRP/BEAM IDs) are generated by UE and terminated at NW side, and the corresponding delay requirement is near-real-time (e.g. from several 10s ms to a few seconds), up to 150 Kbit (i.e. target CSI) 
[bookmark: OLE_LINK1]Check over the candidate solutions, both gNB-centric data collection and OAM-centric data collection can meet the delay requirement of model monitoring as well as the data size requirement (Note: except for 32 float format target CSI). In this sense, both gNB-centric data collection and OAM-centric data collection can be applied for model monitoring with the extension of the total number of RRC segmentation.
[bookmark: _Toc5569]Related to NW sided data collection for model performance monitoring for the case of AI based CSI/BM, both gNB-centric data collection and OAM-centriac data collection can be considered.  
[bookmark: _Toc11499]Related to NW sided data collection for model performance monitoring for the case of AI based CSI/BM, the extension of the total number of UL RRC segments might be required.
According to the above contents in [1] regarding model inference, it is observed that the collected data is generated by UE and terminated at NW side. The delay requirement is time critical (i.e. a few msec) and the data size requirement is up to ~1000 bit.
[bookmark: _Toc31397]For data collection of NW sided inference in case of AI based BM and CSI, the input data (i.e. CSI-feedback/L1-RSRP/BEAM ID) is generated by UE and terminated at NW side. And the delay requirements is time-critical (e.g. a few msec) and data size requirement is up to ~1000 bit.
only CSI measurement/reporting framework can meet both typical data size and delay requirement when checking over the candidate data collection solutions.
[bookmark: _Toc20765]Related to NW-side data collection For NW sided model inference for the case of AI based CSI/BM, only CSI reporting framework is considered. 
UE-side data collection
According to [1], there is one case where the collected data is generated by NW and terminated at UE side which belongs to UE-side data collection which is shown as below.
	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.



[bookmark: _Toc4487]  In the case of UE-sided monitoring for AI based CSI feedback, UE-side data collection is needed where the collected data (i.e. reconstructed CSI) is generated by NW and terminated at UE side. 
However, all the candidate data collection solutions on the table are NW-centric data collection rather than UE-centric data collection. In our understanding, as similar as NW-centric data collection, the NW shall be also in charge of the initiating/terminating the UE-centric data collection, and considering the model inference of the decoder is located at the gNB, the gNB should be the only logical node to be in charge of the initiating/terminating the UE centric data collection.
[bookmark: _Toc1065]Related to UE-side data collection for UE sided monitoring in the case of AI based CSI feedback, the gNB-centric data collection is considered, and the gNB-centric data collection implies that the gNB initiates/terminates the collected data transfer to the UE.
In the current 3GPP method, the DL paths terminated between gNB and UE is just L2 signaling (i.e. MAC CE, RLC control PDU, PDCP control PDU) and L3 signaling (i.e. DL RRC signaling). But considering the reconstructed CSI is one kind of target CSI which can reach 150 Kbit at most, it is too huge to be transferred by MAC CE, RLC control PDU, PDCP control PDU. In this sense, only L3 signaling is suitable for this case. we propose:
[bookmark: _Toc13838]Related to gNB-centric data collection for UE side model performance monitoring in the case of AI based CSI feedback , RAN2 studies the potential impact on DL L3 signaling for transferring the collected data, taking into account RAN1 further input/progress.
[bookmark: _Toc368]Related to NW sided data collection for model performance monitoring for the case of AI based CSI, the extension of the total number of DL RRC segments might be required.

UE-side data collection for model training
In addition, there is some discussion regarding UE sided data collection for model training in the previous meeting. Some companies thought that the UE cannot afford the model training due to the limited computing and storage capability, and only UE side OTT server have an ability of model training instead. In this sense, there is a requirement of the training data collected by UE shall forward to UE side OTT server. 
[bookmark: _Toc7117]UE might have no ability of training the model due to the limited storage and computing capability, As a result, there is a requirement of forwarding of training data collected by UE to UE sided OTT server.
In our understanding, there are two following alternatives to address such requirement:
· Option 1: UE forward the training data to UE sided OTT server via normal IP network (e.g. WLAN,Cellular...).
· Option 2: UE forward the training data to UE sided OTT server in a 3GPP awareness way.
The option 1 is 3GPP transparent and there is no any concern regarding data rate and security issue since the IP network is a mature solution in the reality. In contrast, option 2 causes the huge specification impact of both RAN and SA, Furthermore, the data leakage risk is potentially existed if the data is transferred from NW to the third party which may cause the serious private regulation issue. In this sense, we propose that:
[bookmark: _Toc30090]For UE sided data collection for model training, the UE-centric data collection is applied, the UE-centric data collection implies that the UE/UE side OTT server initiate/terminate the collected data transfer to UE side OTT server/UE via normal IP network (e.g. WLAN or Cellular ) w/o any 3GPP awareness.
For understanding easily, the Text proposal for above 7 proposals are provided as in the Subclause 3.
[bookmark: _Toc27177]RAN2 is kindly asked to adopt the text proposal in subclause 3.

Text Proposal
7.3.1.2.1	Network-side data collection
A set of general principles are expected to be considered. For network-side data collection these include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.	Comment by rajeev-qc: RAN2#123bis agreed that both gNB and OAM centric data collection will have one combined set of principles, which is are missing. Please add the following as a note. 

Note: Both gNB and OAM centric data collection will have one combined set of principles.

RAN2#123bis agreement: "Principles in proposal 4 (gNB-centric data collection) and 9 (OAM-centric data collection) will be captured as one combined set of principles for NW-side data collection"	Comment by nokia: Support	Comment by china unicom-tingting: We think it is unnecessary to add "Note: Both gNB and OAM centric data collection will have one combined set of principles." 
The above principles are for network-side data collection, so there is no more need to emphasize specific data collection mechanism.

Regarding the use cases in this Study, the following is considered. 
· For CSI and beam management use cases:

· For training of NW-side models, model monitoring/control at NW side, both gNB- and OAM-centric data collection are considered.
· For NW-side model inference, only CSI measurement/report is considered

· For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure
· For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this.
· Related to gNB-centric data collection for NW-side model training and NW-side model monitoring/control, potential impact on L3 signalling for the reporting of collected data should be assessed.
· Related to OAM-centric data collection for NW-side model training and NW-side model monitoring/control, potential impact on MDT for connected mode should be assessed. 
/omit for short/
7.3.1.2.2	UE-side data collection
Regarding the use cases those are studied, the following can be considered:

- For AI/ML based CSI feedback:
· For UE side model monioring, gNB-centric data collection are considered.
· Related to the gNB-centric data collection for UE-side data collection, the gNB-centric data collection implies that the gNB initiates/terminates the collected data transfer to the UE.
- For all use cases:
· For UE side model training, the UE-centric data collection are considered.
· For UE-side model training, the UE-centirc data collection implies that the UE initiates/terminates the collected data transfer to the UE side OTT server without 3GPP awareness.
· Related to UE-side model training, there is no any impact on the 3GPP specification.


Conclusion
In this contribution, we provide our further views on the data collection for each LCM purpose. We have the following observations and proposals:
Observation 1: For data collection of NW sided performance monitoring, the collected data (e.g. performance metrics/Target CSI/EVENT occurrence/L1-RSRP/BEAM IDs) are generated by UE and terminated at NW side, and the corresponding delay requirement is near-real-time (e.g. from several 10s ms to a few seconds), up to 150 Kbit (i.e. target CSI)
Observation 2: For data collection of NW sided inference in case of AI based BM and CSI, the input data (i.e. CSI-feedback/L1-RSRP/BEAM ID) is generated by UE and terminated at NW side. And the delay requirements is time-critical (e.g. a few msec) and data size requirement is up to ~1000 bit.
Observation 3: In the case of UE-sided monitoring for AI based CSI feedback, UE-side data collection is needed where the collected data (i.e. reconstructed CSI) is generated by NW and terminated at UE side.
Observation 4: UE might have no ability of training the model due to the limited storage and computing capability, As a result, there is a requirement of forwarding of training data collected by UE to UE sided OTT server.

Proposal 1: Related to NW sided data collection for model performance monitoring for the case of AI based CSI/BM, both gNB-centric data collection and OAM-centriac data collection can be considered.
Proposal 2: Related to NW sided data collection for model performance monitoring for the case of AI based CSI/BM, the extension of the total number of UL RRC segments might be required.
Proposal 3: Related to NW-side data collection For NW sided model inference for the case of AI based CSI/BM, only CSI reporting framework is considered.
Proposal 4: Related to UE-side data collection for UE sided monitoring in the case of AI based CSI feedback, the gNB-centric data collection is considered, and the gNB-centric data collection implies that the gNB initiates/terminates the collected data transfer to the UE.
Proposal 5: Related to gNB-centric data collection for UE side model performance monitoring in the case of AI based CSI feedback , RAN2 studies the potential impact on DL L3 signaling for transferring the collected data, taking into account RAN1 further input/progress.
Proposal 6: Related to NW sided data collection for model performance monitoring for the case of AI based CSI, the extension of the total number of DL RRC segments might be required.
Proposal 7: For UE sided data collection for model training, the UE-centric data collection is applied, the UE-centric data collection implies that the UE/UE side OTT server initiate/terminate the collected data transfer to UE side OTT server/UE via normal IP network (e.g. WLAN or Cellular ) w/o any 3GPP awareness.
Proposal 8: RAN2 is kindly asked to adopt the text proposal in subclause 3.
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Annex
For CSI compression
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI 
	See Notes 1, 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.
See Note 7

	
	Gradients for CSI Feeback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training
See Note 7

	Inference
	CSI Feedback
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics
See Note 6
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI
See Note 6
	See Notes 1, 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.



For CSI prediction at UE side
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI in observation and prediction window
	See Notes 1, 2
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	ground truth (i.e., target CSI) corresponding to predicted CSI 
See Note 6
	See Notes 1, 2
	Near-real-time
	

	
	Calculated performance metrics / Performance monitoring output
See Note 6
	See Note 5
	Near-real-time
	



For Beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side

	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs

	Relaxed

	


	Inference
	UE-side
	Beam prediction results

	Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	
	NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	

	
	UE-side
	L1-RSRP(s) and/or beam-ID(s)
See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	

	
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	



For positioning
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7






