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Introduction
In previous RAN2 meetings, the functionality mapping has been discussed in [1], and some initial agreements are achieved. However, there are also some FFS still in there, in this contribution, we would like to continue discussing the FFS part. In addition, in the original discussion, the CSI prediction is missing due to there is not enough discussion on that issue, however, the 
Discussion
CSI feedback enhancement:
In the [1], the mapping functions is shown as below:
--------------------------------------------  From R2-2308286 ------------------------------------------------------------------------
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
--------------------------------------------  From R2-2308286 ------------------------------------------------------------------------
According to above agreement table, there is an FFS whether the CN can be a logical entity for training the model, Furthermore, it also bring the FFS whether the CN can be a logical entity for the model transfer/delivery. In our understanding, the CSI feedback in only located at gNB and/or OAM, not can be at CN due to the high price of model transfer/delivery between CN and gNB. Meanwhile, the CN also have no any CSI related data with regarding to lower layers, there is no any motivation to make the model training at CN and transfer the data from gNB to CN.
Regarding the second FFS: whether the UE can be the logical node for model/functionality control. According to the current TR, the following description for model/functionality monitoring is found:
TR 38.843:	
-	NW-side performance monitoring: NW monitors the performance and make decisions of model/functionality activation/ deactivation/updating/switching. Impact to enable performance monitoring using an existing CSI feedback scheme as the reference, including the association between AI/ML scheme and existing CSI feedback scheme for monitoring, are considered. Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.    
-	UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model/functionality activation/deactivation/updating/switching. Impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE, are not precluded.
It can be seen that, according to the above TR, the NW is the decision maker. So the [FFS：UE] can be removed.
[bookmark: _Toc18105]Capture the below table into TR 38.843 by removing the CN as the logical node for model training and model transfer and the UE as the logical node from model/functionality control.
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.




beam management:
In the [1], the mapping functions for beam management with UE sided model is shown as below:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
With the same reason as the use case of CSI-RS, the CN shall be removed from the row of model training and hence model transfer/delivery.
Regarding the gNB/OAM as the logical node for UE sided model training, it is unknown whether the case Z2 is supported for AI based beam management with UE side model. It is fine to keep it as FFS. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side



So we propose:
[bookmark: _Toc18709]Capture the below table for AI/ML based beam management with UE sided model into TR 38.843 by removing the CN as the logical node for model training and model transfer .
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

In the [1], the mapping functions for beam management with NW sided model is shown as below:

Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
There are FFS CN/OTT server for model training, and hence for model transfer/delivery. For the first FFS: CN, we believe there is no need for CN to train a model regarding the beam management which has a same reason as CSI case. In addition, we cannot understanding why OTT server can be a choice for NW to train a model? In this sense, for beam management with NW side model, the FFS CN, OTT server shall be removed from above table.

[bookmark: _Toc8181]Capture the below table for AI/ML based beam management with NW sided model into TR 38.843 by removing the CN, OTT server as the logical node for model training and model transfer .
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	[bookmark: _GoBack]Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.


Conclusion
In this contribution, we provide our further views on the functionality mapping for general aspects of common AI/ML framework. We have the following observations and proposals:
错误！未找到目录项。
Proposal 1: Capture the below table into TR 38.843 by removing the CN as the logical node for model training and model transfer and the UE as the logical node from model/functionality control.
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB
For training Type 3: 
· For UE part of two-sided model: OTT server->UE; 
· For NW part of two-sided model: OAM->gNB,; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.

Proposal 2: Capture the below table for AI/ML based beam management with UE sided model into TR 38.843 by removing the CN as the logical node for model training and model transfer .
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.


Proposal 3: Capture the below table for AI/ML based beam management with NW sided model into TR 38.843 by removing the CN, OTT server as the logical node for model training and model transfer .
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
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