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In this contribution, we explain the necessity and additional requirements for UE-side data collection to top of the joint paper [1]. Based on the Reply LS from RAN1[2][3] on data collection requirements and assumptions, RAN2 can further evaluate the applicability of the identified data collection framework for each LCM purposes per use case, at least for model training at the network side. 
UE-side Data Collection
[bookmark: OLE_LINK13]Necessity of UE-side Data Collection 
The need for UE-sided data collection stems from two major considerations:
· Consideration 1) Rather than network entities, the UE-sided model is trained by the UE-side. 
· Consideration 2) Due to limitations such as computation, power, memory, and available data for training, the UE-sided model is trained by the UE-side Over the Top (OTT) server.
Given Consideration 1) for the UE-sided model and considering factors like device capability, hardware efficiency, proprietary information disclosure, model performance, and specification efforts, the most practical way to implement AI/ML technology in a UE device is for the AI/ML model to be trained directly on the UE-side itself (via an server) rather than depending on the network.
Striking an optimal balance between the complexity of AI/ML model development and deployment, and the performance gain AI/ML model can offer, it's desired for the AI/ML model on a UE device to be trained within its own development environment, customized to its unique hardware, firmware, and software characteristics. This specificity can make it challenging for a UE device to compile and run an AI/ML model developed by a different vendor, such as a network vendor. 
Given Consideration 2) for the UE-sided model and considering the restrictions of UE devices, it is not practical to perform UE-sided model training on the UE device due to the lack of a suitable training environment. The restrictions include but not limited to e.g., data availability, storage capacity, computational capacity, and compilation capabilities. First, the computational power and memory required for training an AI/ML model can be quite large, potentially exceeding the capabilities of a UE device. Second, training the model on a server allows for easier updates and modifications to the model without necessitating changes to the UE device. Lastly, it can offer a more secure and controlled environment for model training. 
Observation 1: UE-sided data collection is required due to the following two facts:
· Rather than network entities, the UE-sided model is trained by the UE-side. 
· Due to limitations such as computation, power, memory, and available data for training, the UE-sided model is trained by the UE-side server.
Proposal 1: UE-sided data collection should be supported for conducting model training on the UE side. 
Requirements of UE-sided Data Collection 
In the joint paper [1], it is proposed that the data collection for UE-side model training shall satisfy at least the following requirements:
1. The collected dataset should be accessible to entities inside or outside the MNO network with an SLA with the MNO, e.g. OAM controlled by mobile network operators. 
2. Operators should have control over and awareness of the data collection process.
3. User privacy and security should be preserved.
4. Minimize the impact of additional air-interface traffic.
5. Futureproof and extendable design.
Besides those requirements, we think the following two are also important to materialize UE-side model. 
6. The collected dataset can include UE vendor-dependent and non-standardized information.
7. Assistance information, pertinent to RAN configuration, conditions, and scenarios, is attached to the respective dataset and is understandable to the UE side
It's understood that AI/ML algorithms and models are tailored to each specific implementation and do not require standardization. This design principle is reflected in the agreements for different LCM purposes. RAN1 agreed that for UE-part of two-sided model inference and UE-side model inference, input data is internally available at UE. For gNB-side model inference (Case 3a), input data is internally available at gNB.
Accordingly, the data types used for offline training might not need to be standardized. Consider, for instance, a UE-sided model: it can be trained on the UE side using a dataset collected by the UE itself, thereby obviating the need to standardize the data's format and content, given that the information is not necessarily need to be visible and understandable by the network side. Moreover, if the data produced by the UE itself can be collected and used for model training, it could potentially enhance the performance of AI/ML algorithms. If every piece of collected data needs to be standardized, it would be a significant burden for both standardization and implementation. Considering that the use cases that AI needs to support in the future will become more and more diverse, and the required information will be complex, it is unlikely that we can standardize all the data information needed for model training. Allowing taking vendor-dependent information can reduce the standardization effort and network implementation largely. 
This is also advantageous for the commercialization of AI. Before the network is fully deployed or upgraded to support AI features, the network may only need to open an interface, allowing the UE to collect data and train a UE-side model for the actual system. This means we don't have to wait for all networks to implement and deploy AI before allowing the UE to train its own model.
Observation 2: The data content and format, used for model training on the UE side, can be vendor-dependant and aren't necessarily required to specified. 
According to RAN1 discussion, a model may be associated with specific configurations/conditions and additional conditions (e.g., scenarios, sites, and datasets) as determined between UE-side and NW-side. This suggests that different datasets used to train different AI/ML models are linked with certain combinations of configurations, conditions, and scenarios and have distinct characteristics. Therefore, different datasets meant for different configurations, conditions, and scenarios should be differentiated. This is why RAN1 agreed to use assistance information for UE data collection to categorize data in forms of IDs to differentiate data characteristics due to specific configurations, scenarios, sites, etc. For UE side data collection, categorizing or assistance information related to RAN configurations, conditions, scenarios should be linked with datasets with different characteristics and known to the UE side. 
Observation 3: Different datasets used to train different AI/ML models are linked with certain combinations of configurations, conditions, and scenarios and have distinct characteristics.
Proposal 2: For UE-side data collection, following additional requirements should be met:
· The collected dataset can include UE vendor-dependent and non-standardized information.
· Assistance information, pertinent to RAN configuration, conditions, and scenarios, is attached to the respective dataset and is understandable to the UE side.
Network-side Data Collection
In RAN2#123bis meeting, RAN2 made following agreements for network-side data collection:
Agreements on NW-side data collection
For CSI and beam management
1 For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.
2 For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration
3 For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.
4 Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.
5 Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress
	
Positioning
	For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
8	For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
General
6 Principles in proposal 4 and 9 will be captured as one combined set of principles for NW-side data collection:
	logging is supported 
	periodic, event based reporting, on demand report 
	The UE memory, processing power, energy consumption, signalling overhead should be taken into account.
Note: The above principles, can be revised depending on RAN1 progress/requirements
In the Reply LS [2], mainly the requirements on data content, data size and latency are explained. According to the above agreements as well as the information related to data content, data size and latency provided by RAN1, we can further evaluate the feasibility of the identified data collection methods for each LCM purpose per use case. 
RAN1 confirms RAN2’s assumption that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). RAN2 agreed the principles for network-sided data collection that logging is supported. This can be realized by extending the support of logged MDT to RRC_CONNECTED state or enhance immediate MDT to support logging. Therefore, the method of early measurement should not be considered as a candidate solution for data collection in Rel-18 AI/ML, which is purely used to perform measurement in IDLE/INACTIVE state. If it is extended to support measurement in CONNECTED state, it is the same as RRM measurement. 
Observation 4: Early measurement is purely used to perform measurement in IDLE/INACTIVE state, which is not suitable to support data collection for AI/ML in Rel-18. 
Proposal 3: Early measurement is not considered as a candidate solution for AI/ML data collection in Rel-18.
Data Collection for Inference
CSI Enhancement
For both CSI compression and CSI prediction at the UE side, the latency requirement of data collection for inference is highly time-sensitive, typically on the order of a few milliseconds. Therefore, L1 measurement is the only way to meet the latency requirement. How to perform data collection for inference should be discussed in RAN1. One example of the data size of CSI feedback for inference is up to~1000bits assuming eType II payload size, which can be carried by both PUCCH and PUSCH. 
Beam Management 
For beam management, the situation is the same as CSI enhancement that the latency requirement of data collection for inference is time critical. For UE-side model, the data size of beam prediction results is small (10s of bits). For NW-side model, while the data size of L1-RSRP and Beam-ID for Set A can reach up to~500bits. For BM case 2, the data size L1-RSRP for Set A and Set B represents the data size per predicted future time instance and per history measurement time instance respectively. The typical value of the number of history measurement time instance is up to 8 and the typical value of number of predicted future time instance is 1~4. If the maximum number of predict future time instance is assumed, the data size will reach to ~2000bits. For BM Case 1, both PUCCH and PUSCH can be used to carry the data, while for BM case 2, the data size may exceed the maximum payload size of PUCCH. Then, PUSCH can be used. 
Observation 5: For both CSI enhancement and BM, the latency requirement of data collection for inference is time-critical, on the order of a few milliseconds. L1 measurement is the only way to meet the latency requirement. 
Observation 6: For CSI enhancement, the data size of (predicted) CSI feedback for inference is up to ~1000bits per data sample. For beam management, the data size of beam prediction is small. The data size of L1-RSRP/beam-ID reaches up to ~500bits. In BM case 2, the data size with the maximum number of predict future time instance will reach ~2000bits. 
Proposal 4: For CSI enhancement (compression and prediction) and beam management, L1 measurement (CSI reporting) is considered as a candidate solution for data collection for inference. 
Data Collection for Training
Since data collection for model training has relaxed latency requirement, all the identified data collection methods can be applicable for the purpose of data collection for training from the latency perspective. Then the major aspect to consider is the data size.
CSI Enhancement
Data size of target CSI depends on the format, for example, eType-II format is up to ~1000 bits, eType-II-like format is up to a few 1000 bits, and float32 format is up to ~ 150K bits. Regarding to data size of CSI feedback, values in the order of eType-II payload size may be assumed, up to ~1000bits. Considering the maximum RRC message size is 9Kbytes, one RRC reporting is not enough to take one data sample for some cases, e.g., float32 format is considered. 
Beam Management 
Data size of L1-RSRP and/or beam-ID is the same as the data size for inference. For both UE-side and NW-side model, the data size of L1-RSRP and Beam-ID for Set A can reach up to~500bits. If the maximum number of predict future time instance is assumed, the data size will reach to ~2000bits. Therefore, the RRC message can be used to carry the data for model training. 
Observation 7: For CSI enhancement, the data size of target CSI for training depends on the format, which is up to ~150Kbits with float32 format and requires multiple RRC messages. For beam management, the data size of L1-RSRP/beam-ID for Set A for training reaches up to ~2000bits if the maximum number of predict future time instance is assumed. 
Proposal 5: For CSI enhancement (compression and prediction) and beam management, logged MDT, immediate MDT, L3 measurement and UAI are considered as the candidate solutions for data collection for model training. 
It should be noted that this is the example of the data size per data sample. According to RAN2 agreements, we are considering supporting logging, i.e., multiple samples in one report. Then the data size in one report will be increased by the multiple times. Moreover, the data size may also vary depending on the configuration. Therefore, RAN2 should consider the solutions which can support large data size of flexible magnitudes. 
Observation 8: Current RRC payload size may not be large enough to accommodate multiple samples of data collected for model training in some cases. 
Proposal 6: RAN2 should consider ways to support large data size with flexible magnitudes for model training. 
Data Collection for Monitoring
Since data collection for model monitoring has near-real-time latency requirement, in the order from tens of milliseconds to a few seconds, all the identified data collection methods over L3 can be applicable for the purpose of data collection for monitoring from the latency perspective. Then the major aspect to consider is the data size.
According to the LS, the feasibility and necessity of the monitoring schemes listed in the table are under discussion for all the use cases. RAN2 can wait for more RAN1 progress on model monitoring. 
Conclusion
Observations:
Observation 1: UE-sided data collection is required due to the following two facts:
· Rather than network entities, the UE-sided model is trained by the UE-side. 
· Due to limitations such as computation, power, memory, and available data for training, the UE-sided model is trained by the UE-side server.
Observation 2: The data content and format, used for model training on the UE side, can be vendor-dependant and aren't necessarily required to specified. 
Observation 3: Different datasets used to train different AI/ML models are linked with certain combinations of configurations, conditions, and scenarios and have distinct characteristics.
Observation 4: Early measurement is purely used to perform measurement in IDLE/INACTIVE state, which is not suitable to support data collection for AI/ML in Rel-18. 
Observation 5: For both CSI enhancement and BM, the latency requirement of data collection for inference is time-critical, on the order of a few milliseconds. L1 measurement is the only way to meet the latency requirement. 
Observation 6: For CSI enhancement, the data size of (predicted) CSI feedback for inference is up to ~1000bits per data sample. For beam management, the data size of beam prediction is small. The data size of L1-RSRP/beam-ID reaches up to ~500bits. In BM case 2, the data size with the maximum number of predict future time instance will reach ~2000bits. 
Observation 7: For CSI enhancement, the data size of target CSI for training depends on the format, which is up to ~150Kbits with float32 format and requires multiple RRC messages. For beam management, the data size of L1-RSRP/beam-ID for Set A for training reaches up to ~2000bits if the maximum number of predict future time instance is assumed. 
Observation 8: Current RRC payload size may not be large enough to accommodate multiple samples of data collected for model training in some cases. 
We have following proposals:
Proposal 1: UE-sided data collection should be supported for conducting model training on the UE side. 
Proposal 2: For UE-side data collection, following additional requirements should be met:
· The collected dataset can include UE vendor-dependent and non-standardized information.
· Assistance information, pertinent to RAN configuration, conditions, and scenarios, is attached to the respective dataset and is understandable to the UE side
Proposal 3: Early measurement is not considered as a candidate solution for AI/ML data collection in Rel-18.
Proposal 4: For CSI enhancement (compression and prediction) and beam management, L1 measurement (CSI reporting) is considered as a candidate solution for data collection for inference. 
Proposal 5: For CSI enhancement (compression and prediction) and beam management, logged MDT, immediate MDT, L3 measurement and UAI are considered as the candidate solutions for data collection for model training. 
Proposal 6: RAN2 should consider ways to support large data size with flexible magnitudes for model training. 
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