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1 Introduction
In last meeting[1], RAN2 discussed data collection for NW-side model and achieved the following agreements. 
Agreements on NW-side data collection
For CSI and beam management
1 For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.
2 For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration
3 For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.
4 Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.
5 Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress
	
Positioning
	For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
8	For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
General
6 Principles in proposal 4 and 9 will be captured as one combined set of principles for NW-side data collection:
	logging is supported 
	periodic, event based reporting, on demand report 
	The UE memory, processing power, energy consumption, signalling overhead should be taken into account.
Note: The above principles, can be revised depending on RAN1 progress/requirements
In RAN2#121 meeting [2], an analysis table in [3] on the existing data collection framework was endorsed as a starting point.
Endorse the table as a starting point (e.g. can add more columns if needed later, modify, add rows etc). Content shall be interpreted as current content. 
Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose 
In addition, RAN1 has sent the reply LS on Part B [4] for each use case.This contribution will further discuss data collection for AI/ML model considering RAN1 reply LS.
2 Discussion
2.1 Data collection for model training
As per RAN1 reply LS [4], the typical data size per use case is provided for easy understanding as follows, and it is noted that the data size is per data sample:
- For CSI compression: The data size is about 10s of bits to ~ a few 1000bits even up to ~150Kbits (18.75kbyte) per data sample for different types of data content. RAN1 also notes that the data size is very depending on the configuration. 
- For CSI prediction: Data size depends on the format of Target CSI, and RAN1 has no agreements on this. One example is given that the data size is up to around 1.5Mbits (equal to 192kbyte), assuming float 32 and 10 CSI-RS observation instances as input to predict one future CSI instance. However, during the RAN1 discussion, some companies also think 5 CSI-RS observation instances can be used as input to predict one future CSI instance, where the data size would be up to ~900Kbits (112kbyte).
- For beam management: RAN1 provides examples of the typical data size for BM Case 1, it would be up to hundreds of bits (e.g. ~500bits if Set A = 128, 7bits for the strongest beam and 4 bits for the remaining beams).
- For positioning: The data size depends on number of PRS/SRS resources, and the existing spec allows reporting up to 64 PRS/SRS resource per frequency layer. The typical data size per PRS/SRS resource may be 10s bits to 100bits for different data content, for 64 PRS/SRS, the typical data size would be 640bits to 6400bits.
Observation 1: The typical data size for model training per data sample would be about 10s of bits to a few 1000bits even ~150Kbits for CSI compression, beam management and positioning.
Observation 2: The typical data size for model training per data sample would be up to around 1.5Mbits (maybe ~hundreds of Kbits) for CSI prediction.
	From RAN1 reply LS [4]:
For CSI compression:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI 
	See Notes 1, 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.
See Note 7

	
	Gradients for CSI Feeback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training
See Note 7


Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on precoding Matrix which has been more widely evaluated than channel matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or necessary precision of the target CSI. Some examples based on companies’ evaluations are: eType-II format (up to ~1000 bits), eType-II-like format (~ a few 1000 bits), and float32 format (up to ~ 150K bits). The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. 
Note 3: There is no agreement on the CSI feedback size. Values in the order of eType II payload size may be assumed (up to ~ 1000 bits) for RAN2 discussion.
Note 7: RAN1 has agreed to deprioritize Type 2 training over the air interface.

For CSI prediction at UE side:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI in observation and prediction window
	See Notes 1, 2
	Relaxed
	


Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on channel matrix which has been more widely evaluated than precoding Matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or precision of the target CSI. The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. One example based on companies’ evaluations is up to around 1.5Mbits, assuming float 32 and 10 CSI-RS observation instances as input to predict one future CSI instance.

For Beam management:
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side
	L1-RSRPs and/or beam-IDs
	See Note 1 for L1-RSRPs
	Relaxed
	



Note 1: There is no agreement on the data size of L1-RSRPs for Set A or Set B, but the following typical data size is provided as guidance for RAN2 discussion. Based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams, for Set B = 16 as an example, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128 as an example, the typical data size would be 515 (hence up to ~500 bits) if all beams in Set A were to be collected. For BM Case 2, the data size L1-RSRPs for Set A and Set B represents the data size per predicted future time instance and per history measurement time instance, respectively. Payload size may not be fixed.
Note 5: For BM Case 2, the typical value of the number of history measurement time instance used in evaluations is up to 8 and typical value of the number of predicted future time instance is 1~4.

For positioning:
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	


Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.



Among the existing framework, the max payload size per reporting is the same (<9kbyte per reporting) for MDT/L3 measurement/UAI/Early measurement/LPP, and for L1 measurement, the payload size is <1706bit in PUCCH and <3840bit in PUSCH. At first glance, the existing framework can support the data collection for model training per data sample except CSI prediction. In our understanding, for CSI prediction, the requirement will be satisfied if the number of RRC segmentation is extended. 
Observation 3: The existing framework (max payload size <9kbyte for RRC signaling) can support the data size requirements per data sample for model training for CSI compression, BM and positioning. 
Observation 4: For CSI prediction, the data size requirement will be satisfied if the number of RRC segmentation can be extended.
Based on the above analysis, we prefer to further study the feasible data collection frameworks and down selection in WI phase.
Proposal 1: For model training, RAN2 further study the following data collection frameworks for each use case:
- For CSI feedback: MDT, CSI reporting, L3 measurement, UAI
- For beam management: MDT, L3 measurement, UAI
- For positioning: LPP, MDT, L3 measurement, UAI

2.2 Data collection for model inference
In reply LS, RAN1 indicates that L1 reporting can be used for CSI compression, CSI prediction and beam management use case, and the typical latency requirement is time-critical (e.g. a few msecs). Hence, it is not needed to discuss the same issue in RAN2, i.e. other data collection framework is not considered for model inference for CSI compression, CSI prediction and beam management.
Observation 5: For CSI compression, CSI prediction and beam management, L1 reporting is used for model inference based on RAN1 agreements.
For positioning, RAN2#123bis agreed that for LMF sided inference (case 2a/3a), LPP is applied to data collection between UE and LMF, and NRPPa is applied between gNB and LMF. 
Positioning
	For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
In RAN1 reply LS on Part A [5], RAN1 agreed input data is internally available at gNB for gNB-sided model inference (case 3a), and UE for UE-side model inference (case 1/2a), which has no impacts on specs. 
	· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.


In addition, in reply LS on Part B [4], RAN1 listed that the model output data content and typical size for case 1/2a/3a, which may be 10s bits to 100s bits. However, RAN1 has no agreements on the reporting latency for all sub-use cases. For now, we understand that LPP and NRPPa can be prioritized for model inference for case 1/2a/3a. 
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	


Note 4: No agreement on reporting types (i.e., periodicity, event-triggered/on-demand, etc.). 
Note 5: There are no agreements on the reporting latency.
Proposal 2: For positioning use case, for UE-side model (case 1/2a), RAN2 assumes LPP protocol is applied to the data of model output collected by UE and terminated at LMF, while for gNB-sided model (case 3a), the NRPPa protocol is applied to the data of model output collected by gNB and terminated at LMF.

2.2 Data collection for model monitoring
As per RAN1 reply LS, the typical latency requirement for model monitoring for all use cases is near-real-time (e.g. several tens of msecs to a few seconds). In addition, RAN1 captures data content and typical data size per use case. 
- For CSI compression: RAN1 indicates three types of data content, and the data size are about 10s of bits to ~ a few 1000bits even up to ~150K bits per data sample. RAN1 also notes that the data size is very depending on the configuration. 
- For CSI prediction: One example based on companies’ evaluations is up to around 1.5Mbits, but the feasibility and necessity of the monitoring schemes listed in the table are under discussion.
- For Beam management: The data content can be event occurrence, calculated performance metrics, L1-RSRP, beam ID, and the typical size would be 10s of bits to hundreds of bits.
- For positioning: The types of data content for model monitoring are still under RAN1 discussion.
Observation 6: The typical data size for model monitoring per data sample would be about 10s of bits to a few 1000bits even ~150Kbits for CSI compression and beam management.
Observation 7: The typical data size for model monitoring per data sample would be up to around 1.5Mbits for CSI prediction.
Observation 8: The types of data content for model monitoring are still under RAN1 discussion.
	From RAN1 reply LS [4]:
For CSI compression:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics
See Note 6
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI
See Note 6
	See Notes 1, 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.


Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on precoding Matrix which has been more widely evaluated than channel matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or necessary precision of the target CSI. Some examples based on companies’ evaluations are: eType-II format (up to ~1000 bits), eType-II-like format (~ a few 1000 bits), and float32 format (up to ~ 150K bits). The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. 
Note 4: There is no agreement on the exact metric or reporting format. An example based on companies’ evaluations is: SGCS (10s of bits)
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion

For CSI prediction at UE side:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Monitoring
	 ground truth (i.e., target CSI) corresponding to predicted CSI 
See Note 6
	See Notes 1, 2
	Near-real-time
	

	
	Calculated performance metrics / Performance monitoring output
See Note 6
	See Note 5
	Near-real-time
	



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on channel matrix which has been more widely evaluated than precoding Matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or precision of the target CSI. The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. One example based on companies’ evaluations is up to around 1.5Mbits, assuming float 32 and 10 CSI-RS observation instances as input to predict one future CSI instance.
Note 5: There is no agreement on the performance metric or monitoring output details.
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion.

For Beam management:
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	

	
	UE-side
	L1-RSRP(s) and/or beam-ID(s)
See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	

	
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	


Note 1: There is no agreement on the data size of L1-RSRPs for Set A or Set B, but the following typical data size is provided as guidance for RAN2 discussion. Based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams, for Set B = 16 as an example, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128 as an example, the typical data size would be 515 (hence up to ~500 bits) if all beams in Set A were to be collected. For BM Case 2, the data size L1-RSRPs for Set A and Set B represents the data size per predicted future time instance and per history measurement time instance, respectively. Payload size may not be fixed.
Note 4: Feasibility and necessity of the monitoring schemes listed in the table are under discussion.

For positioning:
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7


Note 6: RAN1 agreed on an initial listing of entities that can derive the monitoring metric for AI/ML positioning for different cases (Case1 to Case3b):
 -1: At least UE derives monitoring metric
 -2a: At least UE derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -3a: At least gNB/TRP derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -2b and 3b: At least LMF derives monitoring metric 
Note 7: No agreement yet on a monitoring decision entity or their mapping to other entities (e.g., entity running the inference, entity deriving the monitoring metric, etc.).
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion. 



Similar to the analysis on model training, we think that the existing framework (with some enhancements) can support the data collection for model monitoring per data sample for CSI compression, CSI prediction and beam management. For positioning, even though RAN1 has no agreements on model monitoring, LPP protocol can be applied. Therefore, we prefer to further study the following data collection frameworks and down-selection in WI phase.
Proposal 3: For model monitoring, RAN2 further study the following data collection frameworks for each use case:
- For CSI feedback: MDT, L3 reporting, UAI
- For beam management: L1 reporting, L3 measurement, MDT, UAI
- For positioning: LPP

3	Conclusion
Here are the observations and proposals for data collection for AI/ML models.
Data collection for model training:
Observation 1: The typical data size for model training per data sample would be about 10s of bits to a few 1000bits even ~150Kbits for CSI compression, beam management and positioning.
Observation 2: The typical data size for model training per data sample would be up to around 1.5Mbits (maybe ~hundreds of Kbits) for CSI prediction.
Observation 3: The existing framework (max payload size <9kbyte for RRC signaling) can support the data size requirements per data sample for model training for CSI compression, BM and positioning. 
Observation 4: For CSI prediction, the data size requirement will be satisfied if the number of RRC segmentation can be extended.
Proposal 1: For model training, RAN2 further study the following data collection frameworks for each use case:
- For CSI feedback: MDT, CSI reporting, L3 measurement, UAI
- For beam management: MDT, L3 measurement, UAI
- For positioning: LPP, MDT, L3 measurement, UAI

Data collection for model inference:
Observation 5: For CSI compression, CSI prediction and beam management, L1 reporting is used for model inference based on RAN1 agreements.
Proposal 2: For positioning use case, for UE-side model (case 1/2a), RAN2 assumes LPP protocol is applied to the data of model output collected by UE and terminated at LMF, while for gNB-sided model (case 3a), the NRPPa protocol is applied to the data of model output collected by gNB and terminated at LMF.

Data collection for model monitoring:
Observation 6: The typical data size for model monitoring per data sample would be about 10s of bits to a few 1000bits even ~150Kbits for CSI compression and beam management.
[bookmark: _GoBack]Observation 7: The typical data size for model monitoring per data sample would be up to around 1.5Mbits for CSI prediction.
Observation 8: The types of data content for model monitoring are still under RAN1 discussion.
Proposal 3: For model monitoring, RAN2 further study the following data collection frameworks for each use case:
- For CSI feedback: MDT, L3 reporting, UAI
- For beam management: L1 reporting, L3 measurement, MDT, UAI
- For positioning: LPP

4	Reference
[1] Draft_R2_123bis_meeting_report_v1
[2] Draft_R2_121_meeting_report_v1
[3] R2-2302286 Summary of [AT121][025]: Progress table of analyzing data collection framework (Apple)
[4] R1-2310681 Reply LS on Data Collection Requirements and Assumptions
[5] R1-2308730 Reply LS on Data Collection Requirements and Assumptions

3GPP

TSG-RAN

WG2

Meeting

#1

24

R2-2

312675

Chicago,

US,

13

-

17

November

,

202

3

Agenda

item:

7

.

16

.

2.2

Source:

CMCC

Title:

Discussion

on

data

collection

for

AI/ML

model

WID/SID:

FS_NR_AIML_air

Document

for:

Discussion

1

Introduction

In

last

meeting[1],

RAN2

discussed

data

collection

for

NW-side

model

and

achieved

the

following

agreements.

Agreements

on

NW-side

data

collection

For

CSI

and

beam

management

1

For

training

of

NW-side

models,

both

gNB-

and

OAM-centric

data

collection

are

considered

in

the

study.

2

For

training

of

NW-side

models,

the

gNB-centric

data

collection

implies

that

the

gNB

configures

the

UE

to

initiate/terminate

the

data

collection

procedure.

To

further

study

the

details

of

the

data

collection

configuration

3

For

training

of

NW-side

models,

an

OAM-centric

data

collection

implies

that

the

OAM

provides

the

configuration

(via

the

gNB)

needed

for

the

UE

to

initiate/terminate

the

data

collection

procedure.

MDT

framework

can

be

considered.

4

Related

to

gNB-centric

data

collection

for

NW-side

model

training,

RAN2

studies

the

potential

impact

on

L3

signalling

for

the

reporting

of

collected

data,

taking

into

account

RAN1

further

inputs/progress.

5

Related

to

OAM-centric

data

collection

for

NW-side

model

training,

RAN2

studies

the

potential

impact

at

on

the

MDT

for

connected

mode,

taking

into

account

RAN1

further

inputs/progress

Positioning

For

LMF

sided

inference

(case

2b,

case

3b),

RAN2

assumes

LPP

protocol

should

be

applied

to

the

data

collected

by

UE

and

terminated

at

LMF,

while

the

NRPPa

protocol

should

be

applied

to

the

data

collected

by

gNB

and

terminated

at

LMF.

8

For

LMF

sided

performance

monitoring,

RAN2

assumes

LPP

protocol

should

be

applied

to

the

data

collected

by

UE

and

terminated

at

LMF,

while

the

NRPPa

protocol

should

be

applied

to

the

data

collected

by

gNB

and

terminated

at

LMF.

General

6

Principles

in

proposal

4

and

9

will

be

captured

as

one

combined

set

of

principles

for

NW-side

data

collection:

logging

is

supported

periodic,

event

based

reporting,

on

demand

report

The

UE

memory,

processing

power,

energy

consumption,

signalling

overhead

should

be

taken

into

account.

Note:

The

above

principles,

can

be

revised

depending

on

RAN1

progress/requirements

In

RAN2#121

meeting

[

2

],

an

analysis

table

in

[3]

on

the

existing

data

collection

framework

was

endorsed

as

a

starting

point

.

Þ

Endorse

the

table

as

a

starting

point

(e.g.

can

add

more

columns

if

needed

later,

modify,

add

rows

etc).

Content

shall

be

interpreted

as

current

content.

Þ

Chair:

There

is

significant

support

to

aim

for

evaluating

the

data

collection

methods

per

LCM

purpose

