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1 Introduction
RAN2 agreements in RAN2#123bis are given as below:

	For CSI and beam management

1
For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.

2
For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration

3
For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.

4
Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.

5
Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress

Positioning


For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

8
For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

General

6
Principles in proposal 4 and 9 will be captured as one combined set of principles for NW-side data collection:


logging is supported 


periodic, event based reporting, on demand report 


The UE memory, processing power, energy consumption, signalling overhead should be taken into account.

Note: The above principles, can be revised depending on RAN1 progress/requirements


In this paper, we want to discuss some assumption for data collection and give some analysis of existing data collection framework according to RAN1 replied LS.
2 Discussion
2.1 The assumption for data collection
Data collection is the foundation of other functions like Model Training, Inference and Management. We reached some common views for data collection. The requirements of data collection may generally include a) The content of the data, b) The data size, c) Latency, periodicity, d) Configuration-related requirements. And those requirements may different for different use cases and different purpose (e.g., model training, model inference, model monitoring). Since the data collection requirements is still under discussion in RAN1, RAN2 should wait for their conclusion and evaluate current existing data collection frameworks.
For uplink data collection, we think some data that needs to be collected may have already been reported via current data frameworks. The case also exists in RAN3 data collection topic. According to RAN3 conclusion, those data should be kept in original data collection procedure. Maybe RAN2 can achieve the similar assumption with RAN3 firstly. And considering different data collection requirements may exist, some enhancement to current data collection framework can be considered to satisfy those new requirements like short reporting periodicity or low latency.

Proposal 1: For uplink data collection, the data that has already been reported via existing data collection framework should be kept in original procedure, i.e., reuse legacy framework as much as possible. And further enhancement can be considered.
For the data that is newly collected for AI/ML function, based on the related data collection requirements (which will be confirmed by RAN1), RAN2 can firstly evaluate whether it can be satisfied by current data collection framework. It not, RAN2 should considers whether some enhancements to existing framework can fulfill the requirements. If none of the above methods work, RAN2 should consider to design new data collection framework. 
Proposal 2: For uplink data collection, the data that is newly collected for AI/ML function can be delivered via legacy framework or new data collection framework based on the related data collection requirements.
All the current data collection frameworks in RAN are used for transfer data from UE to NW. There is no data transfer framework from NW to UE. However, for some cases like model training or model inference of CSI compression in UE side, the UE may need to obtain data/assistance information from NW. Though more RAN1 input is needed on data collection, e.g., indicating whether data from NW is needed and what kind of data is needed, the data collection from NW to UE can be considered in advance.
If UL data collection is clear, it is possible that the data or signaling radio bearer that UL data collection introduced / used can be reused by DL data collection. The DL data collection process may just have mirror steps of UL data collection process, i.e., with similar signaling purpose but reverse signaling direction. Of course, more analysis is needed if there exists exceptional cases. 
In short, RAN2 should study the commonalities and differences of data requirements among UL data collection and DL data collection based on RAN1 input. And if downlink data collection is needed, it should be considered in the data collection framework design.
Proposal 3: If downlink data collection is needed, it should be considered in the data collection framework design.
2.2 Analysis of existing data collection framework

We briefly analyze the applicability of existing data collection frameworks to different LCM purposes (i.e., model inference, model monitoring and offline model training) according to E2E latency and payload size, and list the analysis in below table.

Table 2.2-1. The applicability of data collection frameworks to different LCM purposes
	
	…
	Inference
	Monitoring
	Training(offline)

	Logged MDT
	…
	· Longer and uncontrollable E2E report delay
· May not suitable for model inference
	· Longer and uncontrollable E2E report delay
· May not suitable for model monitoring
	· Longer and uncontrollable E2E report delay

· Suitable for offline model training

· Can apply to all the three use cases

	Immediate MDT
	…
	· Relative lower E2E delay but with event triggered or periodic triggered report
· May not suitable for model inference
	· Relative lower E2E delay and event triggered or periodic triggered report
· May suitable for model monitoring

· Can apply to all the three use cases
	· Size limited
· Can be used for offline model training

· Can apply to all the three use cases

	L3 measurements
	…
	· Relative lower E2E delay but with event triggered or periodic triggered report
· May not suitable for model inference
	· Relative lower E2E delay and event triggered or periodic triggered report
· May suitable for model monitoring

· Can apply to all the three use cases
	· Size limited
· Can be used for offline model training

· Can apply to all the three use cases

	L1 measurement (CSI reporting)
	…
	· Lowest E2E delay and near to PHY
· Suitable for model inference

· Can apply to CSI use case
	· Lowest E2E delay and near to PHY
· Suitable for model monitoring

· Can apply to CSI use case
	· Lowest E2E delay and size limited
· May not suitable for model training

	UAI
	…
	· Relative lower E2E delay and controllable and aperiodic report
· May not suitable for model inference
	· Relative lower E2E delay and controllable and aperiodic report
· Suitable for model monitoring

· Can apply to all the three use cases
	· Size limited
· Can be used for offline model training

· Can apply to all the three use cases

	Early measurements
	…
	· Longer E2E report delay and uncontrollable report delay
· May not suitable for model inference
	· Longer E2E and uncontrollable report delay
· May not suitable for model monitoring
	· Longer E2E report delay and size limited
· May suitable for offline model training

· Can apply to all the three use cases

	LPP
	…
	· Can be used for positioning use case
	· Can be used for positioning use case
	· Can be used for positioning use case


The above analysis listed in the data collection table can be considered. 

As for maximum payload size per reporting, we found that the same value (i.e., less than 9kbyte) applies for most of the existing data collection frameworks expect for L1 measurement (CSI reporting) (i.e., less than 1706bit in PUCCH, less than 3840bit in PUSCH). Actually, it is the limitation of maximum size of one RRC message. Considering all the current data collection frameworks report data via CP signaling, thus, no matter collected data is carried in RRC signaling directly or via container in RRC signaling (e.g., NAS message), the maximum size per reporting is 9kbytes.
From our perspective, how to support large data report without much impact to control signaling should be considered. For instance, RAN2 can consider to increase the number of RRC segments and design a low priority SRB for AIML data collection.
Proposal 4: The method to support large data report without much impact to control signaling should be considered.
We generally re-summarize the data collection requirements per use case per LCM purpose according to RAN1 replied LS. At the meantime, we give our preferred data collection framework. It is noted that lots of data collection requirements still have no agreement and just for RAN2 information.

Table 2.2-2. The data collection requirements per use case per LCM purpose and preferred data collection framework
	Use cases
	LCM purpose
	Content
	Data size per sample
	Typical latency requirement
	preferred data collection framework

	CSI compression
	Training
	Target CSI
	1. eType-II format 1000bits

2. eType-II like format a few1000bits

3. float32 format 150Kbits
	Relaxed


	Logged MDT

	
	
	CSI Feedback
	eType-II format 1000bits
	
	Logged MDT

	
	
	Gradients
	No agreement
	
	

	
	Inference
	CSI Feedback
	eType-II format 1000bits
	Time-critical
	L1 measurement

	
	Monitoring
	Reconstructed CSI from NW to UE
	No agreement;

[expected to be similar to

target CSI]
	Near-real-time


	Immediate MDT

L3 measurements
UAI

	
	
	Calculated performance metrics
	No agreement

SGCS (10s of bits)
	
	Immediate MDT

L3 measurements

UAI

	
	
	Target CSI
	1. eType-II format 1000bits

2. eType-II like format a few1000bits

3. float32 format 150Kbits
	
	Immediate MDT

L3 measurements

UAI

	CSI prediction 

at UE side
	Training
	Target CSI
	Up to around 1.5Mbits

assuming float 32 and 10 CSI-RS as input
	Relaxed
	Logged MDT

	
	Inference
	Predicted CSI feedback
	No agreement

eType-II format 1000bits
	Time-critical
	L1 measurement

	
	Monitoring
	ground truth
	Up to around 1.5Mbits
	Near-real-time


	Immediate MDT

L3 measurements

UAI

	
	
	Calculated performance metrics /  Performance monitoring output
	No agreements
	
	

	Beam management
	Training

UE-side and NW-side
	L1-RSRPs and/or beam-IDs
	7 bits for the strongest beam and 4 bits for the remaining beams

Set B = 16, the typical data size would be 67 

(hence up to ~100 bits), 

Set A = 128, the typical data size would be 515 

(hence up to ~500 bits). 

For BM Case 2, Payload size may not be fixed.
	Relaxed
	Logged MDT

	
	Inference

UE-side
	Beam prediction results
	Small (10s of bits)
	Time-critical


	L1 measurement

	
	Inference

NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	7 bits for the strongest beam and 4 bits for the remaining beams

Set B = 16, the typical data size would be 67 

(hence up to ~100 bits), 

Set A = 128, the typical data size would be 515 

(hence up to ~500 bits). 

For BM Case 2, Payload size may not be fixed.
	
	

	
	Monitoring

UE-side
	Event and/or calculated performance metrics (from UE to NW)
	Small (10s of bits)
	Near-real-time


	Immediate MDT

L3 measurements

UAI 

	
	
	L1-RSRP(s) and/or beam-ID(s)
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
	
	Immediate MDT

L3 measurements

UAI 

	
	Monitoring

NW-side
	L1-RSRP(s) and/or beam-ID(s)
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
	
	Immediate MDT

L3 measurements

UAI 

	Positioning
	Training

All cases
	Measurements (corresponding to model input): timing, power, and/or phase info

Labels model output of Case2a, Case3a， performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:

~100 bits to 1000s bits per PRS/SRS resource
	Relaxed
	LPP 

	
	Training

Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits
	Relaxed
	LPP 

	
	Training

AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
	10s bits to 100s bits per PRS/SRS resource
	Relaxed
	LPP 

	
	Inference

1
	Location coordinates as model output
	56 to 144 bits
	No agreements
	

	
	Inference

2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
	10s bits to 100s bits per PRS/SRS resource
	
	

	
	Inference

2b, 3b
	Measurements (corresponding to model input):

Timing, power, and/or phase info
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:

~100 bits to 1000s bits per PRS/SRS resource
	
	

	
	Monitoring

All cases
	further discussion
	further discussion
	Near-real-time
	LPP


Firstly, as for data size per sample, most data size of content is below 9kbytes (and 45kbytes) which means current data collection frameworks may enough if report data per sample. However, RAN2 is still unclear about how many samples should be reported at once. If the number of samples increases, the size of reported data also increases accordingly.
Observation 1: RAN2 needs to know the number of data samples per reporting.

Secondly, as for latency requirement, from our observation, RAN1 has some common views, i.e., relaxed latency requirement for model training, time-critical requirement for model inference and near-real-time requirement for model monitoring. And RAN1 understanding for relaxed, time-critical and near-real-time requirement can be seen in the following.
· Relaxed (e.g., minutes, hours, days, or no latency requirement)

· Near-real-time (e.g., several tens of msecs to a few seconds)

· Time-critical (e.g., a few msecs)

Thus, we give our preference on data collection framework per use case per LCM purpose in table 2.2-2 according to RAN1 requirements and our analysis of existing data frameworks in table 2.2-1. 

Proposal 5: The preferred data collection frameworks listed in the above table 2.2-2 can be considered.
3 Conclusion

In this contribution we discussed the assumptions for data collection and try to give some analysis on current data collection frameworks, and made the following proposals:
Proposal 1: For uplink data collection, the data that has already been reported via existing data collection framework should be kept in original procedure, i.e., reuse legacy framework as much as possible. And further enhancement can be considered.
Proposal 2: For uplink data collection, the data that is newly collected for AI/ML function can be delivered via legacy framework or new data collection framework based on the related data collection requirements.
Proposal 3: If downlink data collection is needed, it should be considered in the data collection framework design.
Proposal 4: The method to support large data report without much impact to control signaling should be considered.
Observation 1: RAN2 needs to know the number of data samples per reporting.

Proposal 5: The preferred data collection frameworks listed in the above table 2.2-2 can be considered.
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