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1 Introduction
In this paper, based on the reply LS from RAN1, we try to analyse the existing data collection methods, whether they are applicable to AIML model training, inference, monitoring, and for which use cases.
2 Discussion
2.1 General observation
The content of RAN1 reply LS R1-2310681 is copied to Annex for reference. We observe the following facts from RAN1 analysis:
· Among all use cases except inference for AIML based positioning, the required data collection latency is 
· Relaxed (e.g., minutes, hours, days, or no latency requirement) for AIML training, 
· Near-real-time (e.g., several tens of msecs to a few seconds) for AIML monitoring,
· Time-critical (e.g., a few msecs) for AIML inference
· For AIML inference for AIML based CSI compression, CSI prediction, beam management, RAN1 explicitly agreed that L1 report similar to legacy CSI can be used


[bookmark: _Toc149896180]The following are observed from RAN1 reply LS
a. [bookmark: _Toc149896181]Among all use cases except inference for AIML based positioning, the required data collection latency is 
i. [bookmark: _Toc149896182]Relaxed (e.g., minutes, hours, days, or no latency requirement) for AIML training, 
ii. [bookmark: _Toc149896183]Near-real-time (e.g., several tens of msecs to a few seconds) for AIML monitoring,
iii. [bookmark: _Toc149896184]Time-critical (e.g., a few msecs) for AIML inference
b. [bookmark: _Toc149896185]For AIML inference for AIML based CSI compression, CSI prediction, beam management, RAN1 explicitly agreed that L1 report similar to legacy CSI can be used

The next question would be, based on RAN1 reply LS, how should RAN2 further analyse the applicability of legacy data collection methods to serve the purpose of AIML training/monitoring/inference for each use case. 
In our view, RAN2 should conduct the analysis focusing on the Data collection entity, RRC state, Max payload, Latency aspects, because other aspects are comparatively easier to enhance or comply. In particular, if we want to use legacy data collection method to support AIML training/monitoring/inference, new content of data according to RAN1 discussion is expected to be introduced anyway. Also, most of the legacy data collection methods are secured in one way or another. In addition, RAN2 agreed last meeting to consider data being collected periodically, event-based, and on-demand.
[bookmark: _Toc149896186]No matter which legacy data collection method is used, it is expected to be enhanced to support new content of data
[bookmark: _Toc149896187]RAN2 agreed last meeting to consider data being collected periodically, event-based, and on-demand

[bookmark: _Toc149896722]RAN2 analyses the applicability of legacy data collection method for AIML training/monitoring/inference case by case from the following aspects: Data collection entity, RRC state, Payload Size, Latency.

Besides, we also obverse that many times term “NW-side model” is used, in our understanding and according to previous RAN2 discussion, the NW-side model is gNB side model at least for CSI and beam management use cases.
[bookmark: _Toc149896188]RAN1 uses the term “NW-side model” when it comes to CSI and beam management use cases
[bookmark: _Toc149896723]RAN2 confirms that the “NW-side model” in RAN1 reply LS means gNB-sided model for CSI and beam management use cases. 


2.2 Applicable data collection methods for CSI compression LCM
For CSI compression training/inference/monitoring, we try to identify the applicable data collection methods using the table below based on previous RAN1/RAN2 agreements
	LCM purpose
	Data Collection Entity
	RRC state to generate data
	Payload Size 
	Typical latency requirement
	Applicable Data Collection Methods

	Training
	gNB, OAM, OTT server, UE, [FFS: CN]
	RRC  connected
	~ 1000 bits
~ a few 1000 bits
~ 150K bits
	Relaxed (e.g., minutes, hours, days, or no latency requirement)
	Immediate MDT, 
L3 Measurements, 
L1 measurement

	Inference
	gNB part: gNB, 
UE part: UE
	RRC  connected
	~ 1000 bits
	Time-critical (e.g., a few msecs)
	L1 measurement

	Monitoring
	gNB, UE
	RRC  connected
	10s of bits
~ 1000 bits
~ a few 1000 bits
~ 150K bits
	Near-real-time (e.g., several tens of msecs to a few seconds)
	Immediate MDT, 
L3 Measurements, 
L1 measurement



[bookmark: _Toc149896724]RAN2 considers the following data collection methods can be applicable to LCM for CSI compression. Enhancements can be discussed in normative phase. 
a. [bookmark: _Toc149896725]Training: Immediate MDT, L3 Measurements, L1 measurement 
b. [bookmark: _Toc149896726]Inference: L1 measurement
c. [bookmark: _Toc149896727]Monitoring: Immediate MDT, L3 Measurements, L1 measurement


2.3 Applicable data collection methods for UE side CSI prediction LCM
For UE side CSI prediction training/inference/monitoring, we try to identify the applicable data collection methods using the table below based on previous RAN1/RAN2 agreements. So far, in RAN1 discussion, the CSI prediction is assumed to be conducted based on float 32 format CSI. 
	LCM purpose
	Data Collection Entity
	RRC state to generate data
	Payload Size 
	Typical latency requirement
	Applicable Data Collection Methods

	Training
	UE-side OTT server, UE, [FFS: gNB, OAM, CN]
	RRC  connected
	~ 150K bits (10 instances makes 1.5Mbits)
	Relaxed (e.g., minutes, hours, days, or no latency requirement)
	NA (if collected by UE or OTT server, it’s transparent to 3GPP)

	Inference
	UE
	RRC  connected
	~ 1000 bits
	Time-critical (e.g., a few msecs)
	L1 measurement (carrying the output)

	Monitoring
	gNB, UE
	RRC  connected
	~ 150K bits (10 instances makes 1.5Mbits)
	Near-real-time (e.g., several tens of msecs to a few seconds)
	L3 measurement



[bookmark: _Toc149896728]RAN2 considers the following data collection methods can be applicable to LCM for CSI prediction with UE-sided model. Enhancements can be discussed in normative phase. 
d. [bookmark: _Toc149896729]Inference: L1 measurement (carrying the output)
e. [bookmark: _Toc149896730]Monitoring: L3 Measurements

2.4 Applicable data collection methods for beam management LCM
For UE side beam management training/inference/monitoring, we try to identify the applicable data collection methods using the table below based on previous RAN1/RAN2 agreements
	LCM purpose
	Data Collection Entity
	RRC state to generate data
	Payload Size 
	Typical latency requirement
	Applicable Data Collection Methods

	Training
	UE-side OTT server, UE, [FFS: gNB, OAM, CN]
	RRC  connected
	~100 bits 
~500 bits 

	Relaxed (e.g., minutes, hours, days, or no latency requirement)
	NA (if collected by UE or OTT server, it’s transparent to 3GPP)

	Inference
	UE
	RRC  connected
	10s of bits
	Time-critical (e.g., a few msecs)
	L1 measurement (carrying the output)

	Monitoring
	gNB, UE
	RRC  connected
	~ 10 bits
~ 100 bits
~ 100s of bits
	Near-real-time (e.g., several tens of msecs to a few seconds)
	L3 Measurements, 
L1 measurement



[bookmark: _Toc149896731]RAN2 considers the following data collection methods can be applicable to LCM for beam management with UE-sided model. Enhancements can be discussed in normative phase. 
f. [bookmark: _Toc149896732]Inference: L1 measurement (carrying the output)
g. [bookmark: _Toc149896733]Monitoring: L3 Measurements, L1 measurement


For gNB side beam management training/inference/monitoring, we try to identify the applicable data collection methods using the table below based on previous RAN1/RAN2 agreements
	LCM purpose
	Data Collection Entity
	RRC state to generate data
	Payload Size 
	Typical latency requirement
	Applicable Data Collection Methods

	Training
	gNB, OAM, [FFS: CN, OTT server]
	RRC  connected
	~100 bits 
~500 bits 

	Relaxed (e.g., minutes, hours, days, or no latency requirement)
	Immediate MDT, 
L3 Measurements, 
L1 measurement

	Inference
	gNB
	RRC  connected
	~100 bits 
~500 bits
	Time-critical (e.g., a few msecs)
	L1 measurement 

	Monitoring
	gNB
	RRC  connected
	~ 10 bits
~ 100 bits
~ 100s of bits
	Near-real-time (e.g., several tens of msecs to a few seconds)
	L3 Measurements, 
L1 measurement



[bookmark: _Toc149896734]RAN2 considers the following data collection methods can be applicable to LCM for beam management with gNB-sided model. Enhancements can be discussed in normative phase. 
h. [bookmark: _Toc149896735]Training: Immediate MDT, L3 Measurements, L1 measurement 
i. [bookmark: _Toc149896736]Inference: L1 measurement
j. [bookmark: _Toc149896737]Monitoring: L3 Measurements, L1 measurement


2.5 Applicable data collection methods for positioning LCM
For UE side positioning training/inference/monitoring, we try to identify the applicable data collection methods using the table below based on previous RAN1/RAN2 agreements
	LCM purpose
	Data Collection Entity
	RRC state to generate data
	Payload Size 
	Typical latency requirement
	Applicable Data Collection Methods

	Training
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]
	RRC  connected/Inactive
	~100 bits to 1000s bits per PRS/SRS resource
56 to 144 bits  for Direct AI/ML positioning Label
10s bits to 100s bits per PRS/SRS resource for AI/ML assisted positioning

	Relaxed (e.g., minutes, hours, days, or no latency requirement)
	NA (if collected by UE or OTT server, it’s transparent to 3GPP)

	Inference
	UE
	RRC  connected/ Inactive
	56 to 144 bits for subcase 1
10s bits to 100s bits per PRS/SRS resource for subcase 2a, 3a
~100 bits to 1000s bits per PRS/SRS resource for subcase 2b, 3b
	FFS
	LPP (carrying the output)

	Monitoring
	LMF, UE
	RRC  connected/ Inactive
	FFS
	Near-real-time (e.g., several tens of msecs to a few seconds)
	FFS




[bookmark: _Toc149896738]RAN2 considers the following data collection methods can be applicable to LCM for positioning with UE-sided model. Enhancements can be discussed in normative phase. 
k. [bookmark: _Toc149896739]Inference: LPP (carrying the output)


For gNB side positioning training/inference/monitoring, we try to identify the applicable data collection methods using the table below based on previous RAN1/RAN2 agreements
	LCM purpose
	Data Collection Entity
	RRC state to generate data
	Payload Size 
	Typical latency requirement
	Applicable Data Collection Methods

	Training
	gNB, OAM, [FFS: LMF]
	RRC  connected
	~100 bits to 1000s bits per PRS/SRS resource
10s bits to 100s bits per PRS/SRS resource for AI/ML assisted positioning

	Relaxed (e.g., minutes, hours, days, or no latency requirement)
	Immediate MDT, 
L3 Measurements, 
L1 measurement

	Inference
	gNB
	RRC  connected
	10s bits to 100s bits per PRS/SRS resource for subcase 2a, 3a

	FFS
	L1 measurement,
L3 measurements 

	Monitoring
	gNB, [FFS: LMF]
	RRC  connected
	FFS
	Near-real-time (e.g., several tens of msecs to a few seconds)
	FFS



[bookmark: _Toc149896740]RAN2 considers the following data collection methods can be applicable to LCM for positioning with gNB-sided model. Enhancements can be discussed in normative phase. 
l. [bookmark: _Toc149896741]Training: Immediate MDT, L3 Measurements, L1 measurement 
m. [bookmark: _Toc149896742]Inference: L3 Measurements, L1 measurement

For LMF side positioning training/inference/monitoring, we try to identify the applicable data collection methods using the table below based on previous RAN1/RAN2 agreements
	LCM purpose
	Data Collection Entity
	RRC state to generate data
	Payload Size 
	Typical latency requirement
	Applicable Data Collection Methods

	Training
	LMF
	RRC  connected/Inactive
	~100 bits to 1000s bits per PRS/SRS resource
56 to 144 bits  for Direct AI/ML positioning Label
10s bits to 100s bits per PRS/SRS resource for AI/ML assisted positioning

	Relaxed (e.g., minutes, hours, days, or no latency requirement)
	LPP

	Inference
	LMF
	RRC  connected/ Inactive
	56 to 144 bits for subcase 1
10s bits to 100s bits per PRS/SRS resource for subcase 2a, 3a
~100 bits to 1000s bits per PRS/SRS resource for subcase 2b, 3b
	FFS
	LPP

	Monitoring
	LMF
	RRC  connected/ Inactive
	FFS
	Near-real-time (e.g., several tens of msecs to a few seconds)
	FFS



[bookmark: _Toc149896743]RAN2 considers the following data collection methods can be applicable to LCM for positioning with LMF-sided model. Enhancements can be discussed in normative phase. 
n. [bookmark: _Toc149896744]Training: LPP
o. [bookmark: _Toc149896745]Inference: LPP



2.6 Update the data collection methods table in the TR
In the current draft TR, a table listing legacy data collection methods from RAN2 point of view is captured. It would be beneficial to add three additional column and list whether a data collection method is applicable for AIML training/inference/monitoring and for which use cases. The corresponding text proposal is provided in Annex A. 
[bookmark: _Toc149896746]RAN2 extends the data collection methods table (Table 7.3.1.2-1) to also capture if a data collection method is applicable for AIML training/inference/monitoring of which use cases.
[bookmark: _Toc149896747]RAN2 agrees the TP in Annex A.

3	Conclusion

Based on the discussion above, we observe:
Observation 1	The following are observed from RAN1 reply LS
a.	Among all use cases except inference for AIML based positioning, the required data collection latency is
i.	Relaxed (e.g., minutes, hours, days, or no latency requirement) for AIML training,
ii.	Near-real-time (e.g., several tens of msecs to a few seconds) for AIML monitoring,
iii.	Time-critical (e.g., a few msecs) for AIML inference
b.	For AIML inference for AIML based CSI compression, CSI prediction, beam management, RAN1 explicitly agreed that L1 report similar to legacy CSI can be used
Observation 2	No matter which legacy data collection method is used, it is expected to be enhanced to support new content of data
Observation 3	RAN2 agreed last meeting to consider data being collected periodically, event-based, and on-demand
Observation 4	RAN1 uses the term “NW-side model” when it comes to CSI and beam management use cases


Based on the discussion above, we propose:

Proposal 1	RAN2 analyses the applicability of legacy data collection method for AIML training/monitoring/inference case by case from the following aspects: Data collection entity, RRC state, Payload Size, Latency.
Proposal 2	RAN2 confirms that the “NW-side model” in RAN1 reply LS means gNB-sided model for CSI and beam management use cases.
Proposal 3	RAN2 considers the following data collection methods can be applicable to LCM for CSI compression. Enhancements can be discussed in normative phase.
a.	Training: Immediate MDT, L3 Measurements, L1 measurement
b.	Inference: L1 measurement
c.	Monitoring: Immediate MDT, L3 Measurements, L1 measurement
Proposal 4	RAN2 considers the following data collection methods can be applicable to LCM for CSI prediction with UE-sided model. Enhancements can be discussed in normative phase.
a.	Inference: L1 measurement (carrying the output)
b.	Monitoring: L3 Measurements
Proposal 5	RAN2 considers the following data collection methods can be applicable to LCM for beam management with UE-sided model. Enhancements can be discussed in normative phase.
a.	Inference: L1 measurement (carrying the output)
b.	Monitoring: L3 Measurements, L1 measurement
Proposal 6	RAN2 considers the following data collection methods can be applicable to LCM for beam management with gNB-sided model. Enhancements can be discussed in normative phase.
a.	Training: Immediate MDT, L3 Measurements, L1 measurement
b.	Inference: L1 measurement
c.	Monitoring: L3 Measurements, L1 measurement
Proposal 7	RAN2 considers the following data collection methods can be applicable to LCM for positioning with UE-sided model. Enhancements can be discussed in normative phase.
a.	Inference: LPP (carrying the output)
Proposal 8	RAN2 considers the following data collection methods can be applicable to LCM for positioning with gNB-sided model. Enhancements can be discussed in normative phase.
a.	Training: Immediate MDT, L3 Measurements, L1 measurement
b.	Inference: L3 Measurements, L1 measurement
Proposal 9	RAN2 considers the following data collection methods can be applicable to LCM for positioning with LMF-sided model. Enhancements can be discussed in normative phase.
a.	Training: LPP
b.	Inference: LPP
Proposal 10	RAN2 extends the data collection methods table (Table 7.3.1.2-1) to also capture if a data collection method is applicable for AIML training/inference/monitoring of which use cases.
Proposal 11	RAN2 agrees the TP in Annex A.

3 Annex A: TP to TR 38.843
<<<<<<<<<<<<<<<<<<<<<<< START OF CHANGE>>>>>>>>>>>>>>>>>>>>>>>>

7.3.1.2	Data collection
Editor’s note (RAN2): There seem to be a need for further discussion in RAN2 to update, complete, and conclude on the content of this clause.
Data collection plays a crucial role in enabling the different use cases. Hence, the importance of defining the best approaches for collecting data to support UE-side and network-side model inference, monitoring, and training.
Table 7.3.1.2-1 lists existing data collection mechanisms available in current RAN specifications for the UE to report measurements to the gNB and if they are applicable to the LCM of which use cases. As highlighted in Section 4.2, the analysis/selection of the data collection frameworks should focus on the RRC CONNECTED state for both data generation and reporting. Nonetheless, properties of the different methods listed in the Table can prove to be useful towards the analysis, irrespective of the RRC state for which these are designed or intended.



Table 7.3.1.2-1. Existing data collection methods identified.
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	1) End-to-End report latency**
	Report type
	Security and Privacy
	Applicable use cases for training*****
	Applicable use cases for inference*****
	Applicable use cases for monitoring*****

	Method:  Logged MDT

	TCE/OAM
(It can be utilized by gNB)
	IDLE / INACTIVE
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information

- timing information
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

Privacy via user consent 
	- CSI compression
- BM with gNB-sided model
- Positioning with gNB-sided model
	
	- CSI compression

	Method: Immediate MDT

	TCE/OAM
(It can be utilized by gNB)
	CONNECTED
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information
	1) Procedure latency:
· Report interval: 
· 120ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	- Event triggered

- Periodic reportng 
	AS security via RRC message

Privacy via user consent
	
	
	

	Method:  L3 measurements

	gNB
	CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· 20ms (RRC)
	- Event triggered report

- Periodic reporting
	AS security via RRC message

	- CSI compression,
- BM with gNB-sided model
- Positioning with gNB-sided model
	- Positioning with gNB-sided model
	- CSI compression, 
- CSI prediction with UE-sided model,
- BM with UE-sided model,
- BM with gNB-sided model

	Method:  L1 measurement (CSI reporting)

	gNB
	CONNECTED
	<1706bit in PUCCH

<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signaling latency:
· 1 TTI (PUCCH) 
	- Aperiodic report

- Semi-persistent report

- Periodic report
	No AS security

	- CSI compression,
- BM with gNB-sided model
- Positioning with gNB-sided model
	- CSI compression,
- CSI prediction with UE-sided model (output),
- BM with UE-sided model (output),
- BM with gNB-sided model
- Positioning with gNB-sided model
	- CSI compression, 
- BM with UE-sided model,
- BM with gNB-sided model

	Method:  UE Assistance Information (UAI)

	gNB
	CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signaling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message

	
	
	

	Method: Early measurements

	gNB
	IDLE / INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

	
	
	

	Method: LPP

	LMF
	CONNECTED/INACTIVE
	<9kbyte
	Location information, Sensor info,
Positioning measurement
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive NW request message (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	- UE-triggered

- NW-triggered
	AS security via RRC message

	- Positioning with LMF-sided model
	- Positioning with UE-sided model (output)
- Positioning with LMF-sided model
	


 UE Assistance Information ()* The payload size doesn't consider signalling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g., entering CONNECTED state, report interval).
****Air interface signalling latency is the latency to transmit one report, e.g., RRC signalling latency or PUCCH signalling latency.
***** Necessary enhancements for each data collection method for LCM of each use case (e.g., data content, reporting type) can be discussed in normative phase


<<<<<<<<<<<<<<<<<<<<<<< END OF CHANGE>>>>>>>>>>>>>>>>>>>>>>>>



4 Annex B: R1-2310681 Reply LS on Data Collection Requirements and Assumptions
CSI compression
	[bookmark: _Hlk149660153]LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI 
	See Notes 1, 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.
See Note 7

	
	Gradients for CSI Feeback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training
See Note 7

	Inference
	CSI Feedback
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics
See Note 6
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI
See Note 6
	 See Notes 1, 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on precoding Matrix which has been more widely evaluated than channel matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or necessary precision of the target CSI. Some examples based on companies’ evaluations are: eType-II format (up to ~1000 bits), eType-II-like format (~ a few 1000 bits), and float32 format (up to ~ 150K bits). The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. 
Note 3: There is no agreement on the CSI feedback size. Values in the order of eType II payload size may be assumed (up to ~ 1000 bits) for RAN2 discussion.
Note 4: There is no agreement on the exact metric or reporting format. An example based on companies’ evaluations is: SGCS (10s of bits)
Note 5: There are no agreements on the reporting type.
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion
Note 7: RAN1 has agreed to deprioritize Type 2 training over the air interface.

For CSI prediction at UE side
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI in observation and prediction window
	See Notes 1, 2
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	 ground truth (i.e., target CSI) corresponding to predicted CSI 
See Note 6
	See Notes 1, 2
	Near-real-time
	

	
	Calculated performance metrics / Performance monitoring output
See Note 6
	See Note 5
	Near-real-time
	



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on channel matrix which has been more widely evaluated than precoding Matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or precision of the target CSI. The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. One example based on companies’ evaluations is up to around 1.5Mbits, assuming float 32 and 10 CSI-RS observation instances as input to predict one future CSI instance.
Note 3: There is no agreement on the predicted CSI feedback size. Values in the order of eType II payload size may be assumed (up to ~ 1000 bits) for RAN2 discussion.
Note 4: There are no agreements on the reporting type.
Note 5: There is no agreement on the performance metric or monitoring output details.
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion.


For Beam management
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side

	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs

	Relaxed

	


	Inference
	UE-side
	Beam prediction results

	Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	
	NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	

	
	UE-side
	L1-RSRP(s) and/or beam-ID(s)
See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	

	
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	



Note 1: There is no agreement on the data size of L1-RSRPs for Set A or Set B, but the following typical data size is provided as guidance for RAN2 discussion. Based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams, for Set B = 16 as an example, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128 as an example, the typical data size would be 515 (hence up to ~500 bits) if all beams in Set A were to be collected. For BM Case 2, the data size L1-RSRPs for Set A and Set B represents the data size per predicted future time instance and per history measurement time instance, respectively. Payload size may not be fixed.
Note 2: There are no agreements on the reporting type.
Note 4: Feasibility and necessity of the monitoring schemes listed in the table are under discussion.
Note 5: For BM Case 2, the typical value of the number of history measurement time instance used in evaluations is up to 8 and typical value of the number of predicted future time instance is 1~4.


For positioning
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7



Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.
· Example of calculation on a potential lower bound on measurement size per PRS/SRS resource:
· A potential lower bound on measurement size per PRS/SRS resource can be calculated as follows (assuming timing only for 9 measurements per PRS/SRS resource): 16 + 9*8 = 88 bits. The total lower bound can be 88*N bits, where N is number of PRS/SRS resources used as model input for obtaining a positioning fix. This is based on the assumption of timing info as 16 bits for first arrival and 9 bits for relative timing.
· Example of calculation of a potential upper bound on measurement size per PRS/SRS resource:
· A potential upper bound on measurement size per PRS/SRS resource can be calculated as follows (assuming timing, power, and phase for 256 measurements per PRS/SRS resource and assuming 8 bit representation of each real number): 2*(8*256) = 4096 bits. The total upper bound can be 4096*N bits, where N is number of PRS/SRS resources used as model input for obtaining a positioning fix.
· For location coordinates (corresponding to model output)
· The bit representation of location coordinates depends on the type of shape, resolution, and uncertainty used to indicate the location (e.g., ellipsoid point, ellipsoid point with uncertainty circle, high accuracy ellipsoid with uncertainty ellipsoid, etc.) as listed in TS 23.032. The range of bit representation for location coordinates can be 7 bytes to 18 bytes (i.e., 56 to 144 bits). The location information report in existing specifications may contain additional information besides location coordinates (e.g., velocity, location error, integrity info, etc.)
· For intermediate positioning measurement (corresponding to model output):
· The quantization and bit representation of time, [RSRP/RSRPP], and LOS/NLOS information (including their necessity) as model output still need to be discussed in an appropriate working group. As a reference to existing timing representation in Rel17 [TS 37.355], an example on the label size can be of 21 bits per PRS/SRS resource while assuming model output produces one timing of 21 bits per PRS/SRS resource. The label size can be 21*N bits, where N is number of PRS/SRS resources for which intermediate positioning measurement has been generated. If LOS/NLOS indicator (1 bit per PRS/SRS resource assuming hard value for LOS/NLOS indicator) is included, the label size becomes 22*N bits. 
Note 4: No agreement on reporting types (i.e., periodicity, event-triggered/on-demand, etc.). 
Note 5: There are no agreements on the reporting latency. 
Note 6: RAN1 agreed on an initial listing of entities that can derive the monitoring metric for AI/ML positioning for different cases (Case1 to Case3b):
 -1: At least UE derives monitoring metric
 -2a: At least UE derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -3a: At least gNB/TRP derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -2b and 3b: At least LMF derives monitoring metric 
Note 7: No agreement yet on a monitoring decision entity or their mapping to other entities (e.g., entity running the inference, entity deriving the monitoring metric, etc.).
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion. 

Common Notes for all sub-use-cases:
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· In the reply, RAN1 captured the typical data size per each data sample.
· Model training is assumed to be offline training.
· In RAN1’s answer, RAN1 did not list assistance information. RAN1 has informed RAN2 of related conclusions/agreements/observations regarding assistance information in the RAN1 response to Part A.
· There may be other information identified for training not included in the tables. For example, in positioning enhancement, some information has been considered as potential spec impact (e.g., quality indicators, time stamps, RS configuration(s)). 
· In this reply for Part B, the term 'NW-side monitoring' is not explicitly used since RAN1’s understanding of the term is not fully aligned with RAN2 terminology. Rather, RAN1 explained directly the data contents for monitoring. It should also be noted that in the RAN1 response to part A, RAN1 used the term ‘NW-sided monitoring’ aligned with RAN2.
· For monitoring, RAN1 provided replies only for near-real-time monitoring. The requirements for data collection for relaxed monitoring, if necessary, can be considered to be similar to offline training requirements.

