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1 Introduction
[bookmark: _Hlk61519723]SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. After several rounds of discussion, RAN2 scope mainly include AI/ML model identification, signaling of AI/ML model transfer / delivery, and procedure of LCM and data collection.  
In RAN2#121 [2], 7 model transfer solutions were identified:  
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
And a table in R2-2302268 [3] was agreed as starting point of analysis in RAN2#121 [2].
RAN2#123 discussed physical entity mapping [4], and below agreement was made. But there are some remaining issues left (e.g., whether to remove some FFS items).
R2-2308286	Report of [Post122][060][AIML] Mapping of functions to physical entities (CMCC)	CMCC	report	Rel-18	FS_NR_AIML_air
P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.
We think there are some overlapping between the 7 identified solutions and the row b) of the functionality mapping tables. 
And RAN2#123 [4] agreed to support reactive model transfer but whether to support proactive transfer is FFS. 
Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.

In this contribution, we share our views on remaining issues on model transfer / delivery.

2 Discussion 
[bookmark: _Ref54102585][bookmark: _Ref54102582]We discuss how to update the functionality mapping tables in our companion contribution [5]. And according to our proposals, we provide updated tables in the Appendix of [5]. To facilitate discussion, we copy all the updated tables in [5] below:
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult SA2.
Note 5: Whether the UE may make decision on Model/functionality control depends on RAN1.

Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be invovled may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult SA2.
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult SA2.

Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult SA2.

Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.
Table 7: The mapping of AI/ML functions to physical entities CSI prediction with UE-side model
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE 

	b)
	Model transfer/delivery
	UE-side OTT server->UE 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Based on the updated tables, we can observe that the required model transfer / delivery for each use case can be summarized in below Table 8.
Table 8: Summary of required model transfer / delivery for each AI/ML use case
	Use case
	Required model transfer / delivery

	CSI compression with two-sided model
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->UE, or UE->gNB
For training Type 3: 
· For UE part of two-sided model: OTT server->UE 
· For NW part of two-sided model: OAM->gNB

	CSI prediction with UE-side model
	UE-side OTT server->UE

	beam management with UE-side model
	UE-side OTT server->UE
gNB->UE

	beam management with NW-side model
	OAM->gNB

	positioning with UE-side model (case 1 and 2a)
	UE-side OTT server->UE
LMF->UE

	positioning with LMF-side model (case 2b and 3b)
	N/A

	positioning with gNB-side model (case 3a)
	OAM->gNB



We propose RAN2 to confirm Table.8 and capture it in TR.
Proposal 1: RAN2 capture the required model transfer / delivery in Rel-18 as summarized in Table 8.
Then, we can derive Table 9 for the applicable candidate solutions for each model transfer / delivery type.
Table 9: Mapping table from model transfer / delivery type to candidate solutions
	Model transfer / delivery type
	Applicable candidate solutions

	gNB<->UE
	Solution 1a, solution 1b 

	UE-side OTT server->UE
	Solution 4a

	LMF->UE
	Solution 3a, Solution 3b

	OAM->UE
	Solution 4b

	OAM->gNB
	Up to NW implementation (as 3GPP don’t specify signaling between OAM and gNB)


We propose RAN2 to confirm Table.9.
Proposal 2: RAN2 capture the applicable candidate solutions for each model transfer / delivery type in Rel-18 as summarized in Table 9.
Based on the Table 9, we can see that solution 2a/2b are not applicable to any required model transfer type. Thus, we can down-scope them.
Proposal 3: RAN2 down-scope solution 2a/2b because they are not applicable to any required model transfer type in Rel-18.
Next, we address below FFS:
Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.
We think proactive model transfer/delivery can be supported if the UE has sufficient memory to store pre-download models. However, in study item phase, RAN2 don’t need to further study both reactive and proactive model transfer / delivery because RAN1 have not specify any requirement for model transfer (e.g., latency requirement).
Proposal 4: Because RAN1 have not specify any requirement for model transfer (e.g., latency requirement), RAN2 capture that both Reactive model transfer/delivery and Proactive model transfer/delivery can be considered in normative phase. 
Finally, regarding to conclusion of model transfer / delivery, we think RAN2 can leave it to RAN1 because RAN2 is only responsible for signaling design for model transfer / delivery, which is only a small piece of model transfer / delivery. The key aspects of model transfer / delivery are its feasibility, requirements and model format, which are led by RAN1. 
Observation 1: The key aspects of model transfer / delivery are its feasibility, requirements and model format, which are led by RAN1. RAN2 is only responsible for its signaling design which is only a small piece of model transfer / delivery.
Thus, we propose:
Proposal 5: RAN2 leave RAN1 to make SI conclusion on whether model transfer / delivery is feasible and whether recommend it to normative phase.    

3 Conclusion
In this contribution, we share our views on remaining issues of model transfer. Our observations are:
Observation 1: The key aspects of model transfer / delivery are its feasibility, requirements and model format, which are led by RAN1. RAN2 is only responsible for its signaling design which is only a small piece of model transfer / delivery.

Based on observations, our proposals are:
Proposal 1: RAN2 capture the required model transfer / delivery in Rel-18 as summarized in Table 8.
Table 8: Summary of required model transfer / delivery for each AI/ML use case
	Use case
	Required model transfer / delivery

	CSI compression with two-sided model
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->UE, or UE->gNB
For training Type 3: 
· For UE part of two-sided model: OTT server->UE 
· For NW part of two-sided model: OAM->gNB

	CSI prediction with UE-side model
	UE-side OTT server->UE

	beam management with UE-side model
	UE-side OTT server->UE
gNB->UE

	beam management with NW-side model
	OAM->gNB

	positioning with UE-side model (case 1 and 2a)
	UE-side OTT server->UE
LMF->UE

	positioning with LMF-side model (case 2b and 3b)
	N/A

	positioning with gNB-side model (case 3a)
	OAM->gNB



Proposal 2: RAN2 capture the applicable candidate solutions for each model transfer / delivery type in Rel-18 as summarized in Table 9.
Table 9: Mapping table from model transfer / delivery type to candidate solutions
	Model transfer / delivery type
	Applicable candidate solutions

	gNB<->UE
	Solution 1a, solution 1b 

	UE-side OTT server->UE
	Solution 4a

	LMF->UE
	Solution 3a, Solution 3b

	OAM->UE
	Solution 4b

	OAM->gNB
	Up to NW implementation (as 3GPP don’t specify signaling between OAM and gNB)



Proposal 3: RAN2 down-scope solution 2a/2b because they are not applicable to any required model transfer type in Rel-18.
Proposal 4: Because RAN1 have not specify any requirement for model transfer (e.g., latency requirement), RAN2 capture that both Reactive model transfer/delivery and Proactive model transfer/delivery can be considered in normative phase. 
Proposal 5: RAN2 leave RAN1 to make SI conclusion on whether model transfer / delivery is feasible and whether recommend it to normative phase.    
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