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1. Introduction
RAN2 have received two reply LSs from RAN1 that include answers to Part A [1] and Part B [2] of RAN2 LS on data collection requirements and assumption [3]. 
In this contribution, we discuss aspects of latency requirements on data collection based on RAN1 reply LSs. 
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2.1 Summary of RAN1/2 LSs on Data Collection Requirements and Assumptions
In RAN2#122 meeting, RAN2 sent LS to RAN1 requesting feedback on RAN2 working assumptions on data collection requirements and assumptions [3]. RAN2 divided the LS into two parts:
· Part A: RAN2 Assumptions on data collection that require RAN1 confirmation.                          This included four assumptions on data collection in some scenarios, latency requirements, data collection frameworks to focus on focused on RRC_CONNECTED state and data generation entity and termination entity deployed at different entities. 
· Part B: Aspects of data collection that require RAN1 feedback/inputs.                                               This included aspects of data content, data size, reporting type and typical latency requirement to transfer the identified data content.
Regarding Part A, RAN1 provided reply LS in [1]. The following is RAN1 answer to Assumption 2: 
	Regarding Assumption 2 of Part A,
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



RAN1 confirms Assumption 2 in RAN2 LS.


Observation 1: No latency requirement for data collection for offline model training.
Observation 2: There is latency requirement for data collection for model inference and monitoring. 
Regarding Part B, RAN1 provided answers on aspects of data content, data size, reporting type and typical latency requirement to transfer the identified data content for the following sub-use cases of [2]: 
· CSI compression, CSI prediction at UE side, Beam management and positioning.
The following are common notes for all sub-uses cases, related to latency requirements, in RAN1 reply LS [2]:
	· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· Model training is assumed to be offline training.
· For monitoring, RAN1 provided replies only for near-real-time monitoring. The requirements for data collection for relaxed monitoring, if necessary, can be considered to be similar to offline training requirements.


Observation 3: RAN1 indicated three categories of latency requirement for data collection based on LCM purpose: 
	LCM purpose 
	Latency Requirement

	Training 
	Relaxed (e.g., minutes, hours, days, or no latency requirement)

	Inference
	Near-real-time (e.g., several tens of msecs to a few seconds)

	Monitoring
	Time-critical (e.g., a few msecs)



Considering Observation 3, RAN2 need to discuss how the network (and/or the UE) can satisfy the latency requirements for data generation and reporting for different LCM purposes and all model types (i.e., UE- /NW-/ two-sided). For example, according to RAN2 Assumption 1, for UE-sided model [3]: 
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
It is not clear how and whether the UE needs to verify that the stored (available inside) data fulfil the latency requirements for model inference (i.e. Near-real-time), before using the data for model inference. Moreover, what is the UE behaviour in case that the stored data does not meet those requirements, for example, whether the UE should delete this data and perform new data collection that meet the latency requirements. 
Observation 4: For model inference of the UE-sided mode, the UE may need to verify whether the stored data (available inside) should meet the latency requirement of model inference. 
Moreover, regarding the RAN2 Assumption 2 [3], there is a latency requirement on data collection for model inference and model monitoring, when required data comes from other entities. However, it is not clear how and which entity should check that the latency requirement on data collection is fulfilled before using this data for model inference or mode monitoring. 
Observation 5: For model inference or model monitoring, when required data comes from other entities, it is not clear whether the entity reporting the date or the entity requesting the data should make sure that this data fulfil the latency requirement for model inference or model monitoring.
Proposal 1: RAN2 to discuss whether the network or UE may verify that the collected data fulfil the latency requirement for the specific data collection LCM purpose (e.g. monitoring, training) for different model side. 
Proposal 2: RAN2 to discuss the network and UE behaviour if the collected data does not fulfil the latency requirements for the specific data collection LCM purpose. 
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In this contribution, we discussed aspects of latency requirements on data collection for different LCM purposes based on RAN1 reply LSs in [1] and [2], respectively. The following are the observations and proposals in this document:
[bookmark: _Toc423020280]Observation 1: No latency requirement for data collection for offline model training.
[bookmark: _GoBack]Observation 2: There is latency requirement for data collection for model inference and monitoring. 
Observation 3: RAN1 indicated three categories of latency requirement for data collection based on LCM purpose: 
	LCM purpose 
	Latency Requirement

	Training 
	Relaxed (e.g., minutes, hours, days, or no latency requirement)

	Inference
	Near-real-time (e.g., several tens of msecs to a few seconds)

	Monitoring
	Time-critical (e.g., a few msecs)


Observation 4: For model inference of the UE-sided mode, the UE may need to verify whether the stored data (available inside) should meet the latency requirement of model inference. 
Observation 5: For model inference or model monitoring, when required data comes from other entities, it is not clear whether the entity reporting the date or the entity requesting the data should make sure that this data fulfil the latency requirement for model inference or model monitoring.
Proposal 1: RAN2 to discuss whether the network or UE may verify that the collected data fulfil the latency requirement for the specific data collection LCM purpose (e.g. monitoring, training) for different model side. 
Proposal 2: RAN2 to discuss the network and UE behaviour if the collected data does not fulfil the latency requirements for the specific data collection LCM purpose. 
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