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Introduction
For data collection of AI/ML for NR air-interface, many agreements are achieved in last RAN2 meeting:
Agreements on NW-side data collection
For CSI and beam management
1 For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.
2 For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration
3 For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.
4 Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.
5 Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress
	
Positioning
	For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
8	For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
General
6 Principles in proposal 4 and 9 will be captured as one combined set of principles for NW-side data collection:
	logging is supported 
	periodic, event based reporting, on demand report 
	The UE memory, processing power, energy consumption, signalling overhead should be taken into account.
Note: The above principles, can be revised depending on RAN1 progress/requirements
To coordinate the LS to RAN1, a lot of agreements were achieved in RAN2#122 meeting. And then the LS out was approved in [1]. The LS has 2 parts of contents:
Part A: RAN2 Assumptions on data collection that require RAN1 confirmation
In part A, 4 assumptions are listed and need RAN1 to confirm:
· Assumption 1: RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios;
· Assumption 2: For the latency requirement of data collection, RAN2 assumes for all types of offline model training, there is no latency requirement for data collection. But for model inference or (real-time) model monitoring, there is a latency requirement for data collection;
· Assumption 3: RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed;
· Assumption 4: For the data generation entity and termination entity deployed at different entities, RAN2 made the assumptions on the generated / terminated entities for model training/inference/monitoring per use case.
Part B: Aspects of data collection that require RAN1 feedback/inputs
In part B, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
And then based on RAN1 feedback, RAN2 could facilitate the discussion on data collection for further progress.
RAN1 replied Part A in [2] and replied Part B in [3]. In this contribution, first we intend to further analyze the data collection requirement based on the replied views of RAN1 LS Part A and B, and then to discuss whether and how to apply or enhance the existing frameworks to achieve the AI/ML model LCM purposes.
Discussion
0. Considerations based on RAN1 reply LS Part A
For Assumption 1 (possibly no RAN2 specification effort is needed in some scenarios)
RAN1 made some modifications that the description of “(real-time)” has been removed, and some sub-use cases are provided for examples:
	· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· [bookmark: OLE_LINK1][bookmark: OLE_LINK2]For UE-side (real-time) performance monitoring of the UE-sided model, in some cases, e.g., for CSI prediction and beam prediction, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· Note: RAN1’s understanding is that “data input” in the above does not include assistance information that a model may additionally use for performance metric calculation


RAN1 confirmed that for the UE-sided model, the input data for model inference or for model monitoring can be available inside the UE.
For Assumption 2 (latency requirement of data collection)
RAN1 confirmed that for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement. But for model inference or (real-time) model monitoring, there have latency requirement when required data comes from other entities.
For Assumption 3 (whether focus on the RRC_CONNECTED state)
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases. For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.
Observation 1: For positioning, RAN1 confirms existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.
For Assumption 4 (data generation entity and termination entity deployed at different entities)
For the data generation entity and termination entity deployed at different entities, RAN1 separated CSI enhancement use case into CSI compression and CSI prediction parts, and explained them separately.
And for the UE-part of two-sided model inference or UE-side model inference, input data is internally available at UE, and cannot be generated by gNB/LMF and terminated at UE.
Observation 2: For the UE-part of two-sided model inference or UE-side model inference, RAN1 only agree that input data is internally available at UE.
Summary of RAN1 reply
Based on the RAN1 response for all the 4 assumptions, we list the key word in the table as below:
Table 1 Need of the input data between UE and NW node(s)
	
	CSI compression
	CSI prediction
	Beam management
	Positioning enhancement
(in RRC_CONNECTED and RRC_INACTIVE)

	For model training (no latency requirement), input data can be generated by
	UE/gNB
	UE
	UE/gNB
	UE/PRU/gNB/LMF

	For model inference
	at UE side
	internally available at UE
	internally available at UE
	internally available at UE
	internally available at UE

	
	at NW/gNB side
	UE -> gNB
	Open Issue2
	UE -> gNB
	internally available at gNB

	
	at LMF side
	N/A
	N/A
	N/A
	UE/gNB -> LMF

	For performance monitoring
	at UE side
	Open Issue 1
(Not suggest by RAN1)
	available inside UE, based on assumption1
	available inside UE, based on assumption1
	Open Issue3
available inside the UE (if needed)

	
	at NW/gNB side
	UE -> gNB
	UE -> gNB
	UE -> gNB
	generated by at least gNB

	
	at LMF side
	N/A
	N/A
	N/A
	UE/gNB -> LMF


In order to make the content in the table more complete, 3 open issues are raised:
Open issue 1 (For performance monitoring of CSI compression): For CSI compression, whether and how the metrics and the input data of performance monitoring can be required for UE side monitoring?
In LS assumption 1, RAN1 only take the sub-use cases of CSI prediction and beam prediction for example, so whether and how to require the metrics of performance monitoring for the other cases of UE side monitoring should be clarified.
In the agreement of RAN2#122 meeting:
	RAN 2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
- For model inference of UE-sided model, input data for model inference is available inside the UE.
- For UE-side (real time) monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.


RAN2’s agreement does not provide the detailed sub-use cases.
For CSI compression, whether to perform monitoring at the UE side had intense debate in RAN1. In RAN1#112bis meeting, it has been agreed that:
	Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.


But some companies later doubt that how the UE could calculate the monitoring metric for the two-sided model, and think the resumed CSI should not be sent to the UE side from the NW side. From RAN1 reply LS of Part B, 3 types are listed with both UE-sided monitoring and NW-sided monitoring which represents the entire set of monitoring schemes, but the feasibility and necessity of such monitoring schemes are still under RAN1 discussion. And from the RAN1 reply LS of Part A, it can be seen that all the sentence of input data “generated by gNB and terminated at UE” are removed, so here we deduce that the input data from NW for UE side monitoring of CSI compression is not suggested by RAN1. 
Observation 3: Input data “generated by gNB and terminated at UE” is not suggested by RAN1 but not excluded yet.
Open issue 2 (For model inference of CSI prediction): For CSI prediction, whether and how to require the input data for model inference in network side?
This case is not in the modified RAN1 reply LS, since in RAN1 agreement of RAN1#111 meeting:
	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.


So the CSI prediction can only be inferenced in the UE side, and the model inference at network side has been excluded from RAN1 agreement.
Observation 4: Model inference at NW side for CSI prediction has been excluded by RAN1.
Open issue 3 (For performance monitoring of positioning enhancement): For positioning enhancement, whether and how the metrics and the input data of performance monitoring can be required for UE side monitoring?
For UE-sided positioning enhancement (case 1/2a), since the performance monitoring for CSI prediction and beam prediction can be inside the UE, the performance monitoring for positioning case 1/2b can also be inside the UE, and the metrics and the input data of performance monitoring at UE side (if needed) are available inside the UE.
Observation 5: The metrics and the input data of performance monitoring at UE side for UE-sided positioning enhancement (case 1/2a) are available inside the UE.
0. Considerations based on RAN1 reply LS Part B
In RAN1 reply LS Part B, RAN1 listed all the agreed or assumed content for the requested aspects of 3 use cases asked by RAN2:
For Data content/Typical data size
RAN1 listed the data content for all the possible data collection schemes for different (sub-)use cases, but the feasibility and necessity of most monitoring schemes are still under RAN1 discussion and have not been down selected yet.
Observation 6: Feasibility and necessity of most monitoring schemes are under RAN1 discussion.
For Reporting type (e.g., periodic, event triggered, other)
For all use cases, RAN1 did not discuss the reporting types. For example:
	[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Note 4: No agreement on reporting types (i.e., periodicity, event-triggered/on-demand, etc.).


We think the report type can be discussed in RAN2 normative phase if there is no any RAN1 requirement.
Observation 7: There has no any agreement on reporting types by RAN1.
For Typical latency requirement
Model training for all current use cases is assumed to be offline training, and the typical latency requirement for all current use cases are “Relaxed”. So all the data collection framework could be considered base on L3 solutions.
For model inference, the typical latency requirements for CSI and BM are both “Time-critical” which means about “a few msecs” in the RAN1 Common Notes for all sub-use-cases, and for Pos enhancement there are no agreements on the reporting latency.
For monitoring, the typical latency requirements of all use cases are “Near-real-time”, which means about “several tens of msecs to a few seconds” in the RAN1 Common Notes for all sub-use-cases. If RAN1 solution (e.g. CSI reporting) is suggested for data collection framework of monitoring, no L3 signaling is needed. But now RAN1 has no explicit conclusion on this issue.
So based on the RAN1 requirement of typical latency for different LCM procedures, it can be deduce that for model inference, only the L1 signaling framework could be utilized for data collection, and for model training or monitoring, L3 signaling framework(s) could be considered.
Observation 8: L3 signaling framework(s) cannot fulfill the data collection latency requirement (e.g. a few msecs) for Model inference.
Proposal 1: L1 signaling/CSI reporting should be used for the data collection framework of model inference at least for CSI and BM use cases.
Proposal 2: L3 signaling related frameworks can be considered for the data collection framework(s) of model training and monitoring by RAN2.
0. Applicability and enhancement of existing frameworks
Based on the summarized analysis of RAN1's reply to LS A and B mentioned in the above sections, in this section we discuss whether and how these existing frameworks should be applied or enhanced for AI/ML usage based on our consideration.
Logged MDT
Logged MDT is a non-real time report based on UE recording of the cell/beam measurement results for a long time, e.g. 2 hours. If we allow the UE to report in a single RRC report multiple measurements, the logged MDT is the most appropriate mechanism to carry multiple measurement results from UE to the network side. Logged MDT is introduced based on the Trace mechanism in LTE R10, so the trace relate index such as traceReference and traceRecordingSessionRef is mandatory configured in the logged MDT configuration. Even the measurement result collected by the logged MDT can be utilized by the gNB node, the results should still be sent to the OAM collection entity of TCE. Moreover, the logged MDT can only be performed in IDLE/INACTIVE mode, and the logged MDT in CONNECTED mode is not support since in LTE.
Observation 9: Logged MDT cannot be performed in CONNECTED mode now, and the trace related ID is mandatory in the configuration and reporting.
Proposal 3: Logged MDT can be used for offline model training based data collection if the conditions as below can be satisfied:
· Support of CONNECTED state logged MDT;
· Triggered by OAM to use MDT to collect AI related data besides the existing MDT results.
Immediate MDT and L3 measurements
The differences between these two frameworks are:
1) Immediate MDT needs UE to best effort report the location information besides the L3 RRM measurement result;
2) Immediate MDT also needs to be performed under the trace framework, i.e. the MDT configuration should be required from OAM, and the collected data from UE needs to be sent to TCE by the gNB.
Immediate MDT and L3 measurements can be performed in CONNECTED mode which could satisfied the Layer 3 signalling with ten milliseconds level latency, so these two frameworks may be used for transmitting the data for offline model training and performance monitoring. Legacy L3 RRM measurement report is used for HO decision which carries RSRP/RSRQ/SINR result for event triggered measurement or periodically reported measurement, and it does not support UL segmentation in the current spec. Thus, if the size of the AI related data transmitted in the air-interface (e.g. for model training) is larger than the PDCP SDU size limit of 9000 bytes, to transmit the data with current RRM measurement report may need enhancement. 
Proposal 4: Immediate MDT and L3 RRM measurements can be used as baseline for data collection of offline model training and monitoring if satisfying the conditions as below, respectively:
· For L3 RRM measurements, the transmitted data size should be limited;
· For Immediate MDT, triggered by OAM to use MDT to collect AI related data besides the existing MDT results.
L1 measurement (CSI reporting)
It is proposed in above that data collection of model inference should better use L1 signalling framework. L1 measurement result is based on UCI with explicit format. In our understanding, due to the resource limitation, the UCI may not carry large amount of raw data for model training input, e.g., Precoding matrix, CIR, PDP. So for offline model training which may needs larger size data transmission but is not time-sensitive, L1 measurement seems not appropriate. And for monitoring, there is no explicit requirement to use L1 signalling by RAN1, so RAN2 could wait for more RAN1 progress.
Proposal 5: RAN2 consider not using L1 signalling for data collection of offline model training. Whether it can be used for data collection framework of monitoring could depend on RAN1.
UAI
The UAI message may be sent to the network if it was configured to do so, or upon some criterion for a UE is met based on the network configuration. The message itself can be considered to send anything that the network requests. Since it is also a L3 signalling with ten milliseconds level latency, and the configuration and report method are flexible, it can be used for the data collection of offline model training or monitoring. But in order to use this framework, enhanced data for AI/ML in the network configuration e.g. other-Config in RRCReconfiguration is needed.
Proposal 6: UAI can be used for model training or monitoring based data collection with enhanced data for AI/ML by network configuration.
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Early measurements
[bookmark: OLE_LINK20][bookmark: OLE_LINK21]Early measurements can only be performed in IDLE or INACTIVE mode and the result can be reported in CONNECTED mode. The UE should send available indicator to the gNB and wait for the network request. This mechanism does not need OAM configuration. RAN1 explained in the reply LS [2] the existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state. But since the early measurement should be performed only in IDLE/INACTIVE state which does not match all the other use cases, in order to make the framework applicable to multiple cases with universality, this framework can be de-prioritized.
Proposal 7: De-prioritize early measurements for AIML based data collection.
LPP
For the use cases of CSI feedback enhancement and for beam management which are terminated at gNB node at network side, other frameworks involving both UE and gNB can be utilized. But for the positioning accuracy enhancement case 1/2a/2b which involves UE reporting for positioning accuracy enhancement use case, the gNB can be transparent for the data transmission between UE and LMF. Thus, to extend current LPP specification is a simpler and easier way to transmit the AI related data. Furthermore based on the same reasons, for the positioning accuracy enhancement case 3a/3b, to extend current NRPPa specification could be considered.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18]Proposal 8: LPP specification can be extended for positioning accuracy enhancement case 1/2a/2b, and NRPPa specification can be extended for case 3a/3b, for model training, model inference and model monitoring.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
For Considerations based on RAN1 reply LS Part A
Observation 1: For positioning, RAN1 confirms existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.
Observation 2: For the UE-part of two-sided model inference or UE-side model inference, RAN1 only agree that input data is internally available at UE.
Observation 3: Input data “generated by gNB and terminated at UE” is not suggested by RAN1 but not excluded yet.
Observation 4: Model inference at NW side for CSI prediction has been excluded by RAN1.
Observation 5: The metrics and the input data of performance monitoring at UE side for UE-sided positioning enhancement (case 1/2a) are available inside the UE.
For Considerations based on RAN1 reply LS Part B
Observation 6: Feasibility and necessity of most monitoring schemes are under RAN1 discussion.
Observation 7: There has no any agreement on reporting types by RAN1.
Observation 8: L3 signaling framework(s) cannot fulfill the data collection latency requirement (e.g. a few msecs) for Model inference.
Proposal 1: L1 signaling/CSI reporting should be used for the data collection framework of model inference at least for CSI and BM use cases.
Proposal 2: L3 signaling related frameworks can be considered for the data collection framework(s) of model training and monitoring by RAN2.
For Applicability and enhancement of existing frameworks
Observation 9: Logged MDT cannot be performed in CONNECTED mode now, and the trace related ID is mandatory in the configuration and reporting.
Proposal 3: Logged MDT can be used for offline model training based data collection if the conditions as below can be satisfied:
· Support of CONNECTED state logged MDT;
· Triggered by OAM to use MDT to collect AI related data besides the existing MDT results.
Proposal 4: Immediate MDT and L3 RRM measurements can be used as baseline for data collection of offline model training and monitoring if satisfying the conditions as below, respectively:
· For L3 RRM measurements, the transmitted data size should be limited;
· For Immediate MDT, triggered by OAM to use MDT to collect AI related data besides the existing MDT results.
Proposal 5: RAN2 consider not using L1 signalling for data collection of offline model training. Whether it can be used for data collection framework of monitoring could depend on RAN1.
Proposal 6: UAI can be used for model training or monitoring based data collection with enhanced data for AI/ML by network configuration.
Proposal 7: De-prioritize early measurements for AIML based data collection.
Proposal 8: LPP specification can be extended for positioning accuracy enhancement case 1/2a/2b, and NRPPa specification can be extended for case 3a/3b, for model training, model inference and model monitoring.
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Annex – TP of TR38.843
This TP provides the candidate data collection frameworks based on the proposals of this contribution.
The TP is changed based on [4] and we have accepted the revisions in the running CR to focus on the proposed modifications in this contribution.

7.3.1.2	Data collection
Editor’s note (RAN2): This clause will very likely be updated from RAN2#124 discussion. 
Data collection plays a crucial role in enabling the different use cases. Therefore, it is important to define the best approaches for collecting data to support UE-side and network-side model inference, monitoring, and training.  
Table 7.3.1.2-1 lists existing data collection mechanisms available in current RAN specifications for the UE to report measurements to another entity acting as termination point for this data. As highlighted in Section 4.2, the analysis/selection of the data collection frameworks should focus on the RRC CONNECTED state for both data generation and reporting. Nonetheless, properties of the different methods listed in the Table can prove to be useful towards the analysis, irrespective of the RRC state for which these are designed or intended.
Table 7.3.1.2-1. Existing data collection methods identified.
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	1. End-to-End report latency**
	Report type
	Security and Privacy
	Inference
	Monitoring
	Offline Training

	Method:  Logged MDT
	
	
	

	TCE/OAM
(It can be utilized by gNB)
	IDLE / INACTIVE
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information

- timing information
	1. Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
1. Air interface signaling latency****: 
· ~20ms (RRC)
1. Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

Privacy via user consent 
	Non- Applicable
	Non- Applicable
	Applicable

	Method: Immediate MDT
	
	
	

	TCE/OAM
(It can be utilized by gNB)
	CONNECTED
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information
	1. Procedure latency:
· Report interval: 
0. 120ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signaling latency:
· ~20ms (RRC)
1. Other latency:
· Forwarding latency between gNB and TCE   
	- Event triggered

- Periodic reportng 
	AS security via RRC message

Privacy via user consent
	Non- Applicable
	Applicable
	Applicable

	Method:  L3 measurements
	
	
	

	gNB
	CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
· Report interval: 
0. l20ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signaling latency:
· 20ms (RRC)
	- Event triggered report

- Periodic reporting
	AS security via RRC message

	Non- Applicable
	Applicable
	Applicable

	Method:  L1 measurement (CSI reporting)
	
	
	

	gNB
	CONNECTED
	<1706bit in PUCCH

<3840bit in PUSCH
	L1 CSI measurement
	1. Procedure latency:
· Report interval: 
0. 4-320 slot for periodic and semi-persistent report 
0. 0-32 slot after reception of DCI for aperiodic report 
1. Air interface signaling latency:
· 1 TTI (PUCCH) 
	- Aperiodic report

- Semi-persistent report

- Periodic report
	No AS security

	Applicable
	Depend on RAN1
	Non- Applicable

	Method:  UE Assistance Information (UAI)
	
	
	

	gNB
	CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1. Procedure latency:
· Upon generation of UE's preference
1. Air interface signaling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message

	Non- Applicable
	Applicable
	Applicable

	Method: Early measurements
	
	
	

	gNB
	IDLE / INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
1. Air interface signaling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

	De-prioritize
	De-prioritize
	De-prioritize

	Method: LPP/NRPPa
	
	
	

	LMF
	CONNECTED
	<9kbyte
	Location information
	1. Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive NW request message (~20ms)
1. Air interface signaling latency: 
· ~20ms (RRC)
1. Other latency:
· Forwarding latency between gNB and LMF
	- UE-triggered

- NW-triggered
	AS security via RRC message

	Applicable (LPP for case1/2a/2b, and NRPPa for   case3a/3b)
	Applicable (LPP for case1/2a/2b, and NRPPa for   case3a/3b)
	Applicable (LPP for case1/2a/2b, and NRPPa for   case3a/3b)


* The payload size doesn't consider signalling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g., entering CONNECTED state, report interval).
****Air interface signalling latency is the latency to transmit one report, e.g., RRC signalling latency or PUCCH signalling latency.



