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1	Introduction
[bookmark: _Hlk127457765]This document captures the following discussion:
 [AT121][204][XR] Reply LS to SA2 on PSER usage (CMCC)
Scope: Discuss whether there is a need to send reply LS to SA2 R2-2300071. Try to provide proposal on what could be replied to SA2.
Intended outcome: Discussion summary in R2-2302009 (including draft LS text).
Deadline: Thursday XR session
In SA2’s LS to RAN2[1], the following information about PSER is provided:
	[bookmark: _Hlk124859660][bookmark: _Hlk124958042]The PDU Set Error Rate (PSER) defines an upper bound for the rate of PDU Sets that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PSER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PSER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access).


Furthermore, in the SA2’s CR on support of PDU Set based handling [2], a clarification on the usage of PSER and PER is also provided:
	5.7.X.3 PDU Set Error Rate
The PDU Set Error Rate (PSER) defines an upper bound for the rate of PDU Sets that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PSER defines an upper bound for a rate of non-congestion related PDU Set losses. The purpose of the PSER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). 
NOTE1:	In this release, a PDU Set is considered as successfully delivered only when all PDUs of a PDU Set are delivered successfully. 
A QoS Flow is associated with only one PDU Set Error Rate. If the PSER is available, the usage of PSER supersedes the usage of PER. The value of the PDU Set Error Rate is the same in UL and DL.
Editor's Note: The PSER definition may be subject to change if RAN2 provides any feedback on that.



2 Contact information
	Company
	Delegate contact

	COMPANY_NAME
	NAME (email@address.com)

	Xiaomi
	Liyanhua1@xiaomi.com

	Apple
	Ping-Heng Wallace Kuo (pingheng_kuo@apple.com)

	Nokia
	Benoist (benoist.sebire@nokia.com)

	Huawei
	dawid.koziol@huawei.com

	CATT
	Pierre Bertrand (pierrebertrand@catt.cn)

	Ericsson
	richard.tano@ericsson.com

	LG
	San (geumsan.jo@lge.com)

	ITRI
	ccy@itri.org.tw

	MediaTek
	Pradeep Jose (pradeep dot jose at mediatek dot com)

	OPPO
	Zhe Fu(fuzhe@OPPO.com)

	InterDigital
	winee.lutchoomun@interdigital.com

	Qualcomm
	Linhai He (linhaihe@qti.qualcomm.com)

	NEC
	wenjinhui@labs.nec.cn

	Samsung
	Hyunjeong Kang (hyunjeong.kang@samsung.com)

	Spreadtrum
		Xiaoyu Chen(	xiaoyu.chen@unisoc.com)

	Intel
	Marta M. Tarradell (marta.m.tarrdell@intel.com)

	Futurewei
	Yunsong Yang (yyang1@futurewei.com)

	vivo
	Chenli (chenli5g@vivo.com)




3 Discussion
2.1 The definition of PSER from RAN2 side
Since SA2 defined a new QoS parameter PDU Set Error Rate (PSER) with a Editor’s note, i.e., The PSER definition may be subject to change if RAN2 provides any feedback on that.
The rapporteur in principle agrees with SA2’s definition, and thinks that from RAN2 perspective, the PSER can be defined as  an upper bound for the successerror probability of PDU set that successfully transmitting data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface within required delay budget.
Q1: What’s your view on the definition of PSER？
	Company
	Yes or no
	Comments

	Xiaomi
	-
	PSER is the error rate not the “success probability”.
Lets keep SA2’s definition as it is.
It should be in SA2’s scope.

	Apple
	
	The rapporteur seems to define PSER as the upper bound of successful delivery probability of PDU Sets. However, it should be the upper bound of probability of delivery failure. We also agree with Xiaomi that SA2 definition is sufficient.
The definition from the rapporteur should be updated as following:
the PSER can be defined as  an upper bound for the success probability of PDU set that are not successfully delivered transmitting data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface within required delay budget


	Nokia
	-
	The SA2 definition is too convoluted and refers to protocol layers outside of SA2 scope. It is not entirely correct either (the wording is inaccurate from RAN2 perspective). It might be better to just say “the PSER defines an upper bound for a rate of non-congestion related PDU Set losses”. 

	Huawei, HiSilicon
	
	We think the current PSER definition is OK from RAN2 perspective. Perhaps some simplifications can be discussed directly in SA2.

	CATT
	
	We agree with Xiaomi: let’s just keep the SA2 definition as is, to start with. Specifically, the Rapporteur adds the delay component assuming PDU Sets that exceed the delay budget are discarded, which may not always be the case.

	Ericsson
	
	Keep SA2 definition as it is. 

	LG
	-
	Keep the definition of PSER agreed in SA2.

	ITRI
	
	We think SA2’s PSER definition is ok from RAN2 perspective.

	MediaTek
	
	No need to change SA2’s definition

	OPPO
	-
	In principle, we understand that PSER is an upper bound for the rate of PDU Sets that are not successfully delivered. We would like to keep the definition provided by SA2.  

	InterDigital
	
	We can keep the SA2 definition.

	Qualcomm
	
	SA2’s definition is fine only under the assumption that “a PDU Set is considered as successfully delivered only when all PDUs of a PDU Set are delivered successfully”. If PSIHI is not set for a QoS flow, the success criterion for a PDU Set is different, i.e. enough number of PDUs in a PDU Set required for its decoding have been successfully delivered to upper layer. The definition of PSER hence should be adjusted to reflect that, e.g. “The PDU Set Error Rate (PSER) defines an upper bound for the rate of PDU Sets that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not but do not have enough number of PDUs required by their decoding at the application successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access) .

	NEC
	
	We’d like to follow SA2’s definition, but we also suggest to emphasize that the PDU Set should be delivered as a whole. See below,
	The Packet Set Error Rate (PSER) defines an upper bound for the rate of PDU Sets that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered as a whole (or, not all PDUs of the PDU Set are successfully delivered) by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PSER defines an upper bound for a rate of non-congestion related PDU Set losses. 




	Samsung
	
	No need to change SA2 definition. It should be up to SA2.

	Spreadtrum
	
	Ok to keep SA2 PSER definition.

	Intel
	
	We also support keeping SA2 definition.  

	Futurewei
	
	Agree that PSER is about the error probability not the “success probability”.
From the new definition (or interpretation) provided by the rapporteur, it is unclear whether congestion related loss (i.e., discard) is counted or not, while the SA2’s definition focuses on non-congestion related loss.
Agree with other companies on no need to change SA2’s definition.

	vivo
	
	We also think this should be defined in SA2, and let’s keep the definition in SA2.

	Lenovo
	
	Keep SA2 definition as it is. 

	TCL
	
	Keep SA2 definition as it is. 



Summary: 
Proposal: 

[bookmark: _Hlk109915489]Proposal: 

2.2 Whether PSER is beneficial for RAN 
SA2 has calcified that the usage of PSER supersedes the usage of PER if PSER is available. And it seems that there is an agreement that PSER is useful or beneficial for RAN and is going to use PSER.
Q2: Do you agree that PSER is beneficial or useful for RAN and RAN plans to use it？
	Company
	Yes or no
	Comments

	CMCC
	Yea
	 PSER is beneficial for RAN to performing appropriate L2 UP configuration and/or data scheduling. 

	Xiaomi
	Yes
	How to use it should be NW’s implementation.

	Apple
	Yes
	

	Nokia
	Yes
	Without PSER, the handling of PDU Sets becomes problematic, especially when PSIHI is set.

	Huawei, HiSilicon
	Yes
	We have already concluded this in the online session.

	CATT
	Yes, if PER is not provided
	Considering the clarification by SA2 that if the PSER is available, the usage of PSER supersedes the usage of PER, we agree that if RAN is not provided with a PER target, RAN needs something else to maintain the target reliability of the Uu link for a QoS flow, which can be the PSER. However, RAN can live with the legacy PER, if provided, and does not specifically needs PSER. In other words, the motivation for introducing PSER is only if SA2 finds it more convenient and appropriate to define a reliability requirement for a given XR video QoS flow.

	Ericsson
	Yes
	PSER is only a guidance but can be useful and usage is implementation specific.

	LG
	Yes
	PSER would be used to appropriately configure the L2 configuration as stated in the SA2 CR.

	ITRI
	Yes
	We share the view with Nokia.

	MediaTek
	No
	We do not see how this can be enforced, and no explanation has been provided in the discussions so far. Therefore we cannot see how RAN2 can claim that it is beneficial. 
The only thing we can state is that enforcement of PSER can be left to gNB implementation (not that PSER itself is beneficial).

	OPPO
	Yes, if PSER is provided/available
	Not sure whether PSER is beneficial for RAN, but if PSER is provided/available, how to use PSER can depend on the network implementation. 

	InterDigital
	Yes
	Agree with Nokia, it can be useful to the RAN.

	Qualcomm
	Yes
	

	NEC
	Maybe
	How to use PSER is up to network implementation.

	Samsung
	Maybe no
	Based on the discussion, it is transparent whether RLC PDU or MAC PDU is associated to a PDU set or a PDU (i.e., legacy one) at RLC layer and MAC layer. We do not see a difference between PSER and PER at AS perspective. We somewhat share the view that gNB may use PSER not PER if it is provided but it is unclear whether it is beneficial or useful.

	Spreadtrum
	Yes
	It is beneficial to RAN and how to use PSER belongs to implementation.

	Intel
	No
	Share the same view as MediaTek

	Futurewei
	Yes
	How to use it for the DL is up to NW implementation and how the UE uses it for the UL should be under the NW’s control.

	vivo
	Yes
	Similar as PER, it could be used to define the satisfied rate, which should be up to NW implementation, e.g. may impact RAN link adaptation.

	Lenovo
	Yes
	PSER as new QoS requirement is beneficial or useful for RAN. How to ensure the PSER is left to the RAN implementation.

	TCL
	Yes
	SA2 have agreed that if the PSER is available, the usage of PSER supersedes the usage of PER in S2-2303841 which is a agreed CR for 23.501.





Summary: 
Proposal: 

2.3 Link layer protocol configuration (RLC/HARQ)
[bookmark: OLE_LINK13]In F2F discussion, it seems that the majority view is that there will be no RLC/HARQ changes and PSER enforcement can be left for network vendor’s implementation.
Q3: Do you agree to reply to SA2 that there will be no impact on RLC/HARQ specification of PSER？
	Company
	Yes or no
	Comments

	CMCC
	No
	there will be no impact on RLC/HARQ specification 

	Xiaomi
	NO
	The sentence of “The purpose of the PSER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). “ is copy and paste from the definition of PER. It is true that PER or PSER is used for link layer protocol configurations. So we do not see huge problem for this. Even we agreed that RLC and HARQ will not treat packets on packet set basis. We do not think SA2 need to be informed of that.
So keep SA2’s definition as it is.

	Apple 
	No
	We are not sure why SA2 need to know the impacts to RAN2 specifications.

	Nokia
	No
	The point is that it does not matter as it is handled by gNB implementation. SA2 should not have to bother with this.

	Huawei, HiSilicon
	No
	SA2 did not ask us about impact on our specifications. 

	CATT
	Yes/No
	We agree PSER has no impact on RLC/HARQ specification. We don’t agree we need to reply it to SA2. 

	Ericsson
	No
	Do not write anything about impacts as SA2 didn’t ask about that and usage is implementation specific.

	LG
	No
	No impact for PDCP/RLC/MAC specification. 

	ITRI
	No
	We think how PSER is enforced is up to network implementation. There is no need to reply to SA2 that there will be no impact on RLC/HARQ specification of PSER.

	MediaTek
	Yes
	We should respond to SA2 that PSER enforcement is left to NW implementation. However given that SA2 have explicitly referenced HARQ and RLC, we should correct SA2’s understanding in their incoming LS, i.e. HARQ and RLC has not been modified to deal with PDU sets. Not saying anything about it seems disingenuous. 

	OPPO
	No
	No impact on RLC/HARQ specification and L2 measurement.

	InterDigital
	No strong view
	Can reply to clarify but RLC/HARQ is up to RAN.

	Qualcomm
	
	RAN2 should reply to SA2 that PSER has no foreseen impact on RLC/HARQ protocols.

	NEC
	No
	As other companies already commented, PSER has no impact on RLC/HARQ specification. But it is in our scope, no need to reply to SA2.

	Samsung
	Yes
	We think that we should reply to SA2 that there is no impact on ARQ/HARQ operations for handling PDU set.

	Spreadtrum
	No
	It is RAN impact and do not need to inform SA2.

	Intel
	
	It might be good to suggest SA2 not to capture the following sentence in TS 23.501 “The purpose of the PSER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access)”.

	Futurewei
	
	Agree with Qualcomm.

	vivo
	No
	No impact on RLC/HARQ specification.

	Lenovo
	No
	There will be no impact on RLC/HARQ specification of PSER. 

	TCL
	Yes
	Since the usage of PSER would supersede the usage of PER, PSER would impact RLC/HARQ specification as PER.



Summary: 
Proposal: 
2.4 The need to send a reply LS to SA2
Since SA2 defined a new QoS parameter PDU Set Error Rate (PSER) and kindly asks RAN2 to provide feedback on this new QoS parameter in relation to its intended purpose i.e., appropriate link layer protocol configurations.
The rapporteur thinks that from RAN2 perspective, it’s better to provide feedback to SA2 on PSER.
Q1: Do you agree to send a reply LS to SA2 on PSER？
	Company
	Yes or no
	Comments

	CMCC
	Yes
	

	Xiaomi
	Yes
	The LS only needs to capture that RAN2 thinks it is beneficial and the following agreement:
RAN2 thinks that how PSER is enforced is up to network implementation.


	Apple
	No strong view
	We don’t see a strong need, but okay to follow majority.

	Nokia
	Maybe
	If it is only to echo the agreements, then no. But if there is an agreement to ask them to simplify their definition, then yes.

	Huawei, HiSilicon
	Do not see the need
	We do not see much value of the reply LS, but if companies want it, we should simply reply that there is no issue with PSER from RAN2 point of view. The current draft LS reply may be simplified.

	CATT
	Yes
	We think it could be good to clarify that RAN can live with legacy PER also with XR QoS flows, and the motivation for introducing PSER is only if SA2 finds it more convenient and appropriate to define a reliability requirement for a given XR video QoS flow. In which case RAN could also make use of it, which is left to gNB implementation.

	Ericsson
	Yes
	Ok to reply that PSER is useful.

	LG
	No
	We do not see a need of sending LS.

	ITRI
	Yes
	We think SA2 is waiting for our feedback on this.

	MediaTek
	Yes
	SA2 is waiting on our feedback.

	OPPO
	-
	No strong view, but if majorities prefer to send it, we prefer to simplify the reply and just mention what RAN2 has agreed on PSER.

	InterDigital
	No strong view
	Link layer protocol config would be up to RAN. We see no downside either way.

	Qualcomm
	Yes
	SA2 has asked for a reply. Then RAN2 should respond, regardless of what agreement RAN2 may reach on SA2’s question.

	NEC
	Follow majority view
	We see the LS from SA2 clearly ask for a RAN2 feedback. However, seems majority view is that it is no need to reply impact on RLC/HARQ specification, we are not sure whether the LS is useful.

	Samsung
	Yes
	

	Spreadtrum
	Yes
	

	Intel
	Yes
	We support CATT views that RAN can live with legacy PER considering that PDU sets of different importance are mapped to the same XR QoS flow in Rel-18 with the assumption that those PDU set have the same value of PSER.

	Futurewei
	Yes
	

	Vivo
	No strong view
	If our reply is to confirm SA2 definition on PSER, then, there is no need, as SA2 will anyway remove the EN in TR in the final version.
Editor's Note: The PSER definition may be subject to change if RAN2 provides any feedback on that.
If we want to inform other things or ask questions, we are fine to reply LS to SA2. 


	Lenovo
	Yes
	RAN2 can reply PSER is beneficial or useful for RAN, how to ensure the PSER is left to the RAN implementation. 

	TCL
	No
	Since SA2 had the clear usage of PER and PSER already.



Summary: 

3: Reply LS to SA2 on PSER usage
1. Overall Description:
RAN2 would like to thank SA2 for their LS SA2 on PSER usage. RAN2 has discussed the questions and concluded that:
· RAN2 confirms SA2’s definition on PSER and from RAN2 perspective, the PSER can be defined as  an upper bound for the success probability of PDU set that successfully transmitting data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface within required delay budget.
· RAN2 thinks that how PSER is enforced is up to network implementation. RAN2 considers that PSER is beneficial for RAN to performing appropriate L2 UP configuration and/or data scheduling. RAN2 considers there is no impact on RLC/MAC specification.
2. Actions:
To CT1:
ACTION: 	RAN2 kindly asks SA2 to take the above into account.

4	Summary
TBD
5   References
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* * * * 1st change * * * *


5.7	QoS model


[bookmark: _Toc20149791][bookmark: _Toc27846583][bookmark: _Toc36187709][bookmark: _Toc45183613][bookmark: _Toc47342455][bookmark: _Toc51769155][bookmark: _Toc114665146]5.7.1	General Overview


[bookmark: _Toc20149792][bookmark: _Toc27846584][bookmark: _Toc36187710][bookmark: _Toc45183614][bookmark: _Toc47342456][bookmark: _Toc51769156][bookmark: _Toc114665147]5.7.1.1	QoS Flow


The 5G QoS model is based on QoS Flows. The 5G QoS model supports both QoS Flows that require guaranteed flow bit rate (GBR QoS Flows) and QoS Flows that do not require guaranteed flow bit rate (Non-GBR QoS Flows). The 5G QoS model also supports Reflective QoS (see clause 5.7.5).


The QoS Flow is the finest granularity of QoS differentiation in the PDU Session. A QoS Flow ID (QFI) is used to identify a QoS Flow in the 5G System. User Plane traffic with the same QFI within a PDU Session receives the same traffic forwarding treatment (e.g. scheduling, admission threshold). The QFI is carried in an encapsulation header on N3 (and N9) i.e. without any changes to the e2e packet header. QFI shall be used for all PDU Session Types. The QFI shall be unique within a PDU Session. The QFI may be dynamically assigned or may be equal to the 5QI (see clause 5.7.2.1).


Within the 5GS, a QoS Flow is controlled by the SMF and may be preconfigured, or established via the PDU Session Establishment procedure (see clause 4.3.2 of TS 23.502 [3]), or the PDU Session Modification procedure (see clause 4.3.3 of TS 23.502 [3].


Any QoS Flow is characterised by:


-	A QoS profile provided by the SMF to the AN via the AMF over the N2 reference point or preconfigured in the AN;


-	One or more QoS rule(s) and optionally QoS Flow level QoS parameters (as specified in TS 24.501 [47]) associated with these QoS rule(s) which can be provided by the SMF to the UE via the AMF over the N1 reference point and/or derived by the UE by applying Reflective QoS control; and


-	One or more UL and DL PDR(s) provided by the SMF to the UPF.


Within the 5GS, a QoS Flow associated with the default QoS rule is required to be established for a PDU Session and remains established throughout the lifetime of the PDU Session. This QoS Flow should be a Non-GBR QoS Flow (further details are described in clause 5.7.2.7).


A QoS Flow is associated with QoS requirements as specified by QoS parameters and QoS characteristics.


NOTE:	The QoS Flow associated with the default QoS rule provides the UE with connectivity throughout the lifetime of the PDU Session. Possible interworking with EPS motivates the recommendation for this QoS Flow to be of type Non-GBR.


A QoS Flow may be enabled with PDU Set based QoS handling as described in clause 5.37.x. For such QoS Flows, PDU Set QoS Parameters (see clause 5.7.x) are determined by the PCF and provided by SMF to the NG-RAN as part of the QoS profile. 





* * * * 2nd change * * * *





5.7.x	PDU Set QoS Parameters


5.7.X.1	General


[bookmark: _Hlk127797738]PDU Set QoS Parameters are used to support PDU Set based QoS handling in the NG-RAN. The followings are the PDU Set specific QoS characteristics:


1.	PDU Set Delay Budget (PSDB)


2.	PDU Set Error Rate (PSER)


3.	PDU Set Integrated Handling Information (PSIHI)


Editor’s NOTE: Usage of PSIHI is FFS.


For a QoS Flow supporting PDU Set based QoS handling, the QoS Profile includes the PDU Set QoS Parameters described in this clause (see clause 5.7.1.2). The PCF determines the PDU Set QoS Parameters based on information provided by AF and/or local configuration. The PDU Set QoS parameters are sent to the SMF as part of PCC rule. The SMF sends them to NG-RAN as part of the QoS Profile.


If the NG-RAN receives PDU Set QoS Parameters and supports them, it applies PDU Set QoS Parameters as described in this clause.


[bookmark: _Hlk124844250]Editor’s note: [XRM] The applicability and details of PDU Set handling in uplink direction is pending RAN WG’s progress.


5.7.X.2 PDU Set Delay Budget 


[bookmark: _Hlk124845744][bookmark: _Hlk124845759]The PDU Set Delay Budget (PSDB) defines an upper bound for the delay that a PDU Set may experience for the transfer between the UE and the N6 termination point at the UPF, i.e. the duration between the reception time of the first PDU (at the N6 termination point for DL or the UE for UL) and the time when all PDUs of a PDU Set have been successfully received (at the UE for DL or N6 termination point for UL). PSDB applies to the DL PDU Set received by the PSA UPF over the N6 interface, and to the UL PDU Set sent by the UE. 


[bookmark: _Hlk124764114]NOTE 1:	To enable support for PSDB, it is required that a maximum inter arrival time between the first received PDU and the last received PDU of a PDU Set complies with SLA. This maximum inter arrival time does not exceed PSDB. NG-RAN behavior when the SLA is not fulfilled is implementation specific and out of scope of this specification.


A QoS Flow is associated with only one PDU Set Delay Budget. The value of the PDU Set Delay Budget is the same in UL and DL. PSDB is an optional parameter that may be provided by the PCF. The provided PSDB can be used by the NG-RAN to support the configuration of scheduling and link layer functions. 


[bookmark: _Hlk124846586]When the PSDB is available, the PSDB supersedes the PDB. 


[bookmark: _Hlk125046007]Editor's Note: The need for AN PSDB and definition of AN PSDB is FFS.


5.7.X.3 PDU Set Error Rate


The PDU Set Error Rate (PSER) defines an upper bound for the rate of PDU Sets that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PSER defines an upper bound for a rate of non-congestion related PDU Set losses. The purpose of the PSER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). 


NOTE1:	In this release, a PDU Set is considered as successfully delivered only when all PDUs of a PDU Set are delivered successfully. 


A QoS Flow is associated with only one PDU Set Error Rate. If the PSER is available, the usage of PSER supersedes the usage of PER. The value of the PDU Set Error Rate is the same in UL and DL.


Editor's Note: The PSER definition may be subject to change if RAN2 provides any feedback on that.


5.7.X.4 PDU Set Integrated Handling Information


The PDU Set Integrated Handling Information (PSIHI) indicates whether all PDUs of the PDU Set are needed for the usage of the PDU Set by the application layer in the receiver side.


* * * * 3rd change * * * *


[bookmark: _Toc20149843][bookmark: _Toc27846637][bookmark: _Toc36187765][bookmark: _Toc45183669][bookmark: _Toc47342511][bookmark: _Toc51769211][bookmark: _Toc122440314]5.8.2.4.2	Traffic Detection Information


The SMF controls the traffic detection at the UP function by providing detection information for every PDR.


For IPv4 or IPv6 or IPv4v6 PDU Session type, detection information is a combination of:


-	CN tunnel info.


-	Network instance.


-	QFI.


-	IP Packet Filter Set as defined in clause 5.7.6.2.


-	Application Identifier: The Application Identifier is an index to a set of application detection rules configured in UPF. 


For Ethernet PDU Session type, detection information is a combination of:


-	CN tunnel info.


-	Network instance.


-	QFI.


-	Ethernet Packet Filter Set as defined in clause 5.7.6.3.


In this Release of the specification for Unstructured PDU Session Type, the UPF does not perform-QoS Flow level traffic detection for QoS enforcement.


Traffic detection information sent by the SMF to the UPF for a PDU Session may be associated with Network instance for detection and routing of traffic over N6. In the case of IP PDU Session Type, Network Instances can e.g. be used by the UPF for traffic detection and routing in the case of different IP domains or overlapping IP addresses. In the case of Ethernet PDU Session Type, different Network Instances can e.g. be configured in the UPF with different ways to handle the association between N6 and the PDU Sessions. 


Based on SMF instructions, UPF may identify the PDU Sets, according to the Protocol Description in PDR, to derive the PDU Set Information for DL traffics and send it to RAN via DL GTP-U header of each PDU identified as belonging to a PDU Set. The PDU Set Information, is described in clause 5.37.X. The PDU Set identification can be done by UPF implementation or by detecting RTP/SRTP header or payload


Editor’s Note: How to document the UPF derivation of the PDU Set Information from the RTP/SRTP header or payload is FFS in coordination with SA4.





* * * * 4th change * * * *


[bookmark: _Toc122440337][bookmark: _Toc36187791][bookmark: _Toc45183695][bookmark: _Toc47342537][bookmark: _Toc51769237][bookmark: _Toc122440340]5.8.2.11.3	Packet Detection Rule


The following table describes the Packet Detection Rule (PDR) containing information required to classify a packet arriving at the UPF. Every PDR is used to detect packets in a certain transmission direction, e.g. UL direction or DL direction.


Table 5.8.2.11.3-1: Attributes within Packet Detection Rule


			Attribute


			Description


			Comment





			N4 Session ID


			Identifies the N4 session associated to this PDR. NOTE 5.


			





			Rule ID


			Unique identifier to identify this rule.


			





			Precedence


			Determines the order, in which the detection information of all rules is applied.


			





			Packet 


			Source interface


			Contains the values "access side", "core side", "SMF", "N6-LAN", "5G VN internal".


			Combination of UE IP address (together with Network instance, if necessary), CN tunnel info,





			Detection


			UE IP address 


			One IPv4 address and/or one IPv6 prefix with prefix length (NOTE 3).


			packet filter set, application identifier, Ethernet PDU Session





			Information.


NOTE 4.


			Network instance (NOTE 1)


			Identifies the Network instance associated with the incoming packet.


			Information and QFI are used for traffic detection.


Source interface identifies the





			


			CN tunnel info


			CN tunnel info on N3, N9 interfaces, i.e. F-TEID.


			interface for incoming packets





			


			Packet Filter Set


			Details see clause 5.7.6.


			where the PDR applies, e.g. from access side (i.e. up-link),





			


			Application identifier


			


			from core side (i.e. down-link),





			


			QoS Flow ID


			Contains the value of 5QI or non-standardized QFI.


			from SMF, from N6-LAN (i.e. the





			


			Ethernet PDU Session Information


			Refers to all the (DL) Ethernet packets matching an Ethernet PDU session, as further described in clause 5.6.10.2 and in TS 29.244 [65].


			DN), or from "5G VN internal" (i.e. local switch).





			


			Framed Route Information


			Refers to Framed Routes defined in clause 5.6.14.


			Details like all the combination possibilities on N3, N9 interfaces are left for stage 3 decision.





			Packet replication and detection carry on information


			Packet replication skip information NOTE 7


			Contains UE address indication or N19/N6 indication. If the packet matches the packet replication skip information, i.e. source address of the packet is the UE address or the packet has been received on the interface in the packet replication skip information, the UP function neither creates a copy of the packet nor applies the corresponding processing (i.e. FAR, QER, URR). Otherwise the UPF performs a copy and applies the corresponding processing (i.e. FAR, QER, URR).


			





			NOTE 6


			Carry on indication


			Instructs the UP function to continue the packet detection process, i.e. lookup of the other PDRs.


			





			Outer header removal


			Instructs the UP function to remove one or more outer header(s) (e.g. IP+UDP+GTP, IP + possibly UDP, VLAN tag), from the incoming packet.


			Any extension header shall be stored for this packet. 





			Forwarding Action Rule ID (NOTE 2)


			The Forwarding Action Rule ID identifies a forwarding action that has to be applied.


			





			Multi-Access Rule ID (NOTE 2)


			The Multi-Access Rule ID identifies an action to be applied for handling forwarding for a MA PDU Session.


			





			List of Usage Reporting Rule ID(s)


			Every Usage Reporting Rule ID identifies a measurement action that has to be applied.


			





			List of QoS Enforcement Rule ID(s)


			Every QoS Enforcement Rule ID identifies a QoS enforcement action that has to be applied.


			





			Protocol Description


			Indicates service protocol used by the flow e.g. H.264/RTP, SRTP (NOTE 8).


			





			NOTE 1:	Needed e.g. if:


	-	UPF supports multiple DNN with overlapping IP addresses;


	-	UPF is connected to other UPF or AN node in different IP domains.


	-	UPF "local switch", N6-based forwarding and N19 forwarding is used for different 5G LAN groups.


NOTE 2:	Either a FAR ID or a MAR ID is included, not both.


NOTE 3:	The SMF may provide an indication asking the UPF to allocate one IPv4 address and/or IPv6 prefix. When asking to provide an IPv6 Prefix the SMF provides also an IPv6 prefix length.


NOTE 4:	When in the architecture defined in clause 5.34, a PDR is sent over N16a from SMF to I-SMF, the Packet Detection Information may indicate that CN tunnel info is to be locally determined. This is further defined in clause 5.34.6.


NOTE 5:	In the architecture defined in clause 5.34, the rules exchanged between I-SMF and SMF are not associated with a N4 Session ID but are associated with a N16a association.


NOTE 6:	Needed in the case of support for broadcast/multicast traffic forwarding using packet replication with SMF-provided PDRs and FARs as described in clause 5.8.2.13.3.2.


NOTE 7:	Needed in the case of packet replication with SMF-provided PDRs and FARs as described in clause 5.8.2.13.3.2, to prevent UPF from sending the broadcast/multicast packets back to the source UE or source N19/N6. 


NOTE 8:	May be provided when PDU Set Identification marking applies to the PDR.











* * * * 5th change * * * *


5.8.2.11.6	Forwarding Action Rule


The following table describes the Forwarding Action Rule (FAR) that defines how a packet shall be buffered, dropped or forwarded, including packet encapsulation/decapsulation and forwarding destination.


Table 5.8.2.11.6-1: Attributes within Forwarding Action Rule


			Attribute


			Description


			Comment





			N4 Session ID


			Identifies the N4 session associated to this FAR.


			NOTE 9.





			Rule ID


			Unique identifier to identify this information.


			





			Action


			Identifies the action to apply to the packet


			Indicates whether the packet is to be forwarded, duplicated, dropped or buffered.


When action indicates forwarding or duplicating, a number of additional attributes are included in the FAR.


For buffering action, a Buffer Action Rule is also included and the action can also indicate that a notification of the first buffered and/or a notification of first discarded packet is requested (see clause 5.8.3.2).


For drop action, a notification of the discarded packet may be requested (see clause 5.8.3.2).





			Network instance


(NOTE 2)


			Identifies the Network instance associated with the outgoing packet (NOTE 1).


			NOTE 8.





			Destination interface


(NOTE 3)


(NOTE 7)


			Contains the values "access side", "core side", "SMF", "N6-LAN", "5G VN internal".


			Identifies the interface for outgoing packets towards the access side (i.e. down-link), the core side (i.e. up-link), the SMF, the N6-LAN (i.e. the DN), or to 5G VN internal (i.e. local switch).





			Outer header creation


(NOTE 3)


			Instructs the UP function to add an outer header (e.g. IP+UDP+GTP, VLAN tag), IP + possibly UDP to the outgoing packet.


			Contains the CN tunnel info, N6 tunnel info or AN tunnel info of peer entity (e.g. NG-RAN, another UPF, SMF, local access to a DN represented by a DNAI) (NOTE 8).


Any extension header stored for this packet shall be added.


The time stamps should be added in the GTP-U header if QoS Monitoring is enabled for the traffic corresponding to the PDR(s).


[bookmark: _GoBack]PDU Set information may be added to the GTP-U header according to clause 5.37.X.3.1. 





			Send end marker packet(s)


(NOTE 2)


			Instructs the UPF to construct end marker packet(s) and send them out as described in clause 5.8.1.


			This parameter should be sent together with the "outer header creation" parameter of the new CN tunnel info.





			Transport level marking


(NOTE 3)


			Transport level packet marking in the uplink and downlink, e.g. setting the DiffServ Code Point.


			NOTE 8.





			Forwarding policy


(NOTE 3)


			Reference to a preconfigured traffic steering policy or http redirection (NOTE 4).


			Contains one of the following policies identified by a TSP ID:


[bookmark: _PERM_MCCTEMPBM_CRPT99180004___2]-	an N6-LAN steering policy to steer the subscriber's traffic to the appropriate N6 service functions deployed by the operator, or


-	a local N6 steering policy to enable traffic steering in the local access to the DN according to the routing information provided by an AF as described in clause 5.6.7.


or a Redirect Destination and values for the forwarding behaviour (always, after measurement report (for termination action "redirect")).





			Request for Proxying in UPF


			Indicates that the UPF shall perform ARP proxying and / or IPv6 Neighbour Solicitation Proxying as specified in clause 5.6.10.2.


			Applies to the Ethernet PDU Session type.





			Container for header enrichment


(NOTE 2)


			Contains information to be used by the UPF for header enrichment.


			Only relevant for the uplink direction.





			Buffering Action Rule


(NOTE 5)


			Reference to a Buffering Action Rule ID defining the buffering instructions to be applied by the UPF


(NOTE 6)


			





			NOTE 1:	Needed e.g. if:


	-	UPF supports multiple DNN with overlapping IP addresses;


	-	UPF is connected to other UPF or NG-RAN node in different IP domains;


	-	UPF "local switch" and N19 forwarding is used for different 5G LAN groups.


NOTE 2:	These attributes are required for FAR action set to forwarding.


NOTE 3:	These attributes are required for FAR action set to forwarding or duplicating.


NOTE 4:	The TSP ID is preconfigured in the SMF, and included in the FAR according to the description in clauses 5.6.7 and 6.1.3.14 of 23.503 [45] for local N6 steering and 6.1.3.14 of 23.503 [45] for N6-LAN steering. The TSP ID action is enforced before the Outer header creation actions.


NOTE 5:	This attribute is present for FAR action set to buffering.


NOTE 6:	The buffering action rule is created by the SMF and associated with the FAR in order to apply a specific buffering behaviour for UL/DL packets requested to be buffered, as described in clause 5.8.3 and clause 5.2.4 of TS 29.244 [65].


NOTE 7:	The use of "5G VN internal" instructs the UPF to send the packet back for another round of ingress processing using the active PDRs pertaining to another N4 session of the same 5G VN group.


NOTE 8:	When in architectures defined in clause 5.34, a FAR is sent over N16a from SMF to I-SMF, the FAR sent by the SMF may indicate that the I-SMF is to locally determine the value of this attribute in order to build the N4 FAR rule sent to the actual UPF controlled by the I-SMF. This is further defined in clause 5.34.6.


NOTE 9:	In the architecture defined in clause 5.34, the rules exchanged between I-SMF and SMF are not associated with a N4 Session ID but are associated with a N16a association.

















[bookmark: _Toc114665632]* * * * 6th change * * * *


6.2.2	SMF


The Session Management function (SMF) includes the following functionality. Some or all of the SMF functionalities may be supported in a single instance of a SMF:


-	Session Management e.g. Session Establishment, modify and release, including tunnel maintain between UPF and AN node.


-	UE IP address allocation & management (including optional Authorization). The UE IP address may be received from a UPF or from an external data network.


-	DHCPv4 (server and client) and DHCPv6 (server and client) functions.


-	Functionality to respond to Address Resolution Protocol (ARP) requests and / or IPv6 Neighbour Solicitation requests based on local cache information for the Ethernet PDUs. The SMF responds to the ARP and / or the IPv6 Neighbour Solicitation Request by providing the MAC address corresponding to the IP address sent in the request.


-	Selection and control of UP function, including controlling the UPF to proxy ARP or IPv6 Neighbour Discovery, or to forward all ARP/IPv6 Neighbour Solicitation traffic to the SMF, for Ethernet PDU Sessions.


-	Configures traffic steering at UPF to route traffic to proper destination.


-	5G VN group management, e.g. maintain the topology of the involved PSA UPFs, establish and release the N19 tunnels between PSA UPFs, configure traffic forwarding at UPF to apply local switching, N6-based forwarding or N19-based forwarding.


-	Termination of interfaces towards Policy control functions.


-	Lawful intercept (for SM events and interface to LI System).


-	Support for charging.


-	Control and coordination of charging data collection at UPF.


-	Termination of SM parts of NAS messages.


-	Downlink Data Notification.


-	Initiator of AN specific SM information, sent via AMF over N2 to AN.


-	Determine SSC mode of a session.


-	Support for Control Plane CIoT 5GS Optimisation.


-	Support of header compression.


-	Act as I-SMF in deployments where I-SMF can be inserted, removed and relocated.


-	Provisioning of external parameters (Expected UE Behaviour parameters or Network Configuration parameters).


-	Support P-CSCF discovery for IMS services.


-	Act as V-SMF with following roaming functionalities:


-	Handle local enforcement to apply QoS SLAs (VPLMN).


-	Charging (VPLMN).


-	Lawful intercept (in VPLMN for SM events and interface to LI System).


-	Support for interaction with external DN for transport of signalling for PDU Session authentication/authorization by external DN.


-	Instructs UPF and NG-RAN to perform redundant transmission on N3/N9 interfaces.


NOTE:	Not all of the functionalities are required to be supported in an instance of a Network Slice.


In addition to the functionalities of the SMF described above, the SMF may include policy related functionalities as described in clause 6.2.2 of TS 23.503 [45].


In addition to the functionality of the SMF described above, the SMF may include the following functionality to support monitoring in roaming scenarios:


-	Normalization of reports according to roaming agreements between VPLMN and HPLMN; and


-	Generation of charging information for Monitoring Event Reports that are sent to the HPLMN.


The SMF may also include following functionalities to support Edge Computing enhancements (further defined in TS 23.548 [130]):


-	Selection of EASDF and provision of its address to the UE as the DNS Server for the PDU session;


-	Usage of EASDF services as defined in TS 23.548 [130];


-	For supporting the Application Layer Architecture defined in TS 23.558 [134]: Provision and updates of ECS Address Configuration Information to the UE.


The SMF and SMF+ PGW-C may also include following functionalities to support Network Slice Admission Control:


-	Support of NSAC for maximum number of PDU sessions as defined in clauses 5.15.11.2, 5.15.11.3 and 5.15.11.5.


-	Support of NSAC for maximum number of UEs as defined in clauses 5.15.11.3 and 5.15.11.5.


[bookmark: _Toc122440779]-	Support of PDU Set based QoS handling as described in clause 5.37.X.


6.2.3	UPF


The User plane function (UPF) includes the following functionality. Some or all of the UPF functionalities may be supported in a single instance of a UPF:


-	Anchor point for Intra-/Inter-RAT mobility (when applicable).


-	Allocation of UE IP address/prefix (if supported) in response to SMF request.


-	External PDU Session point of interconnect to Data Network.


-	Packet routing & forwarding (e.g. support of Uplink classifier to route traffic flows to an instance of a data network, support of Branching point to support multi-homed PDU Session, support of traffic forwarding within a 5G VN group (UPF local switching, via N6, via N19)).


-	Packet inspection (e.g. Application detection based on service data flow template and the optional PFDs received from the SMF in addition).


-	User Plane part of policy rule enforcement, e.g. Gating, Redirection, Traffic steering).


-	Lawful intercept (UP collection).


-	Traffic usage reporting.


-	QoS handling for user plane, e.g. UL/DL rate enforcement, Reflective QoS marking in DL.


-	Uplink Traffic verification (SDF to QoS Flow mapping).


-	Transport level packet marking in the uplink and downlink.


-	Downlink packet buffering and downlink data notification triggering.


-	Sending and forwarding of one or more "end marker" to the source NG-RAN node.


-	Functionality to respond to Address Resolution Protocol (ARP) requests and / or IPv6 Neighbour Solicitation requests based on local cache information for the Ethernet PDUs. The UPF responds to the ARP and / or the Ipv6 Neighbour Solicitation Request by providing the MAC address corresponding to the IP address sent in the request.


-	Packet duplication in downlink direction and elimination in uplink direction in GTP-U layer.


-	NW-TT functionality.


-	High latency communication, see clause 5.31.8.


-	ATSSS Steering functionality to steer the MA PDU Session traffic, refer to clause 5.32.6.


NOTE:	Not all of the UPF functionalities are required to be supported in an instance of user plane function of a Network Slice.


-	Inter PLMN UP Security (IPUPS) functionality, specified in clause 5.8.2.14.


-	event exposure, including exposure of network information, i.e. the QoS monitoring information, as specified in clause 6.4 of TS 23.548 [130] and events as specified in clause 5.2.26.2 of TS 23.502 [3], and exposure of data collected for analytics, as specified in clause 5.2.26.2 of TS 23.502 [3].


[bookmark: _Toc122440780]-	Support PDU Set Handling as defined in clause 5.37.X.


6.2.4	PCF


The Policy Control Function (PCF) includes the following functionality:


-	Supports unified policy framework to govern network behaviour.


-	Provides policy rules to Control Plane function(s) to enforce them.


-	Accesses subscription information relevant for policy decisions in a Unified Data Repository (UDR).


 -	Support PDU Set Handling as defined in clause 5.37.X.


NOTE:	The PCF accesses the UDR located in the same PLMN as the PCF.


The details of the PCF functionality are defined in clause 6.2.1 of TS 23.503 [45].


[bookmark: _Toc20150188][bookmark: _Toc27846996][bookmark: _Toc36188127][bookmark: _Toc45184034][bookmark: _Toc47342876][bookmark: _Toc51769578][bookmark: _Toc122440781]6.2.5	NEF


[bookmark: _Toc122440782]6.2.5.0	NEF functionality


The Network Exposure Function (NEF) supports the following independent functionality:


-	Exposure of capabilities and events:


	NF capabilities and events may be securely exposed by NEF for e.g. 3rd party, Application Functions, Edge Computing as described in clause 5.13.


	NEF stores/retrieves information as structured data using a standardized interface (Nudr) to the Unified Data Repository (UDR).


-	Secure provision of information from external application to 3GPP network:


	It provides a means for the Application Functions to securely provide information to 3GPP network, e.g. Expected UE Behaviour, 5G-VN group information, time synchronization service information and PDU Set handling service specific information. In that case the NEF may authenticate and authorize and assist in throttling the Application Functions.


-	Translation of internal-external information:


	It translates between information exchanged with the AF and information exchanged with the internal network function. For example, it translates between an AF-Service-Identifier and internal 5G Core information such as DNN, S-NSSAI, as described in clause 5.6.7.


	In particular, NEF handles masking of network and user sensitive information to external AF's according to the network policy.


-	Redirecting the AF to a more suitable NEF/L-NEF e.g. when serving an AF request for local information exposure and detecting there is a more appropriate NEF instance to serve the AF's request.


-	The Network Exposure Function receives information from other network functions (based on exposed capabilities of other network functions). NEF stores the received information as structured data using a standardized interface to a Unified Data Repository (UDR). The stored information can be accessed and "re-exposed" by the NEF to other network functions and Application Functions, and used for other purposes such as analytics.


-	A NEF may also support a PFD Function: The PFD Function in the NEF may store and retrieve PFD(s) in the UDR and shall provide PFD(s) to the SMF on the request of SMF (pull mode) or on the request of PFD management from NEF (push mode), as described in TS 23.503 [45].


-	A NEF may also support a 5G-VN Group Management Function: The 5G-VN Group Management Function in the NEF may store the 5G-VN group information in the UDR via UDM as described in TS 23.502 [3].


-	Exposure of analytics:


	NWDAF analytics may be securely exposed by NEF for external party, as specified in TS 23.288 [86].


-	Retrieval of data from external party by NWDAF:


	Data provided by the external party may be collected by NWDAF via NEF for analytics generation purpose. NEF handles and forwards requests and notifications between NWDAF and AF, as specified in TS 23.288 [86].


-	Support of Non-IP Data Delivery:


	NEF provides a means for management of NIDD configuration and delivery of MO/MT unstructured data by exposing the NIDD APIs as described in TS 23.502 [3] on the N33/Nnef reference point. See clause 5.31.5.


-	Charging data collection and support of charging interfaces.


-	Support of UAS NF functionality:


	Details are defined in TS 23.256 [136].


-	Support of EAS deployment functionality:


	Details are defined in TS 23.548 [130].


-	Support of SBI-based MO SM transmit for MSISDN-less MO SMS:


	Details are defined in TS 23.540 [142].


-	Support PDU Set Handling as defined in clause 5.37.X.


A specific NEF instance may support one or more of the functionalities described above and consequently an individual NEF may support a subset of the APIs specified for capability exposure.


NOTE:	The NEF can access the UDR located in the same PLMN as the NEF.


The services provided by the NEF are specified in clause 7.2.8.


For external exposure of services related to specific UE(s), the NEF resides in the HPLMN. Depending on operator agreements, the NEF in the HPLMN may have interface(s) with NF(s) in the VPLMN.


When a UE is capable of switching between EPC and 5GC, an SCEF+NEF is used for service exposure. See clause 5.17.5 for a description of the SCEF+NEF.
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6.2.10	AF


The Application Function (AF) interacts with the 3GPP Core Network in order to provide services, for example to support the following:


-	Application influence on traffic routing (see clause 5.6.7);


-	Accessing Network Exposure Function (see clause 5.20);


-	Interacting with the Policy framework for policy control (see clause 5.14);


-	Time synchronization service (see clause 5.27.1.8);


-	IMS interactions with 5GC (see clause 5.16);. 


-    Support PDU Set Handling as defined in clause 5.37.X.


Based on operator deployment, Application Functions considered to be trusted by the operator can be allowed to interact directly with relevant Network Functions.


Application Functions not allowed by the operator to access directly the Network Functions shall use the external exposure framework (see clause 7.3) via the NEF to interact with relevant Network Functions.


The functionality and purpose of Application Functions are only defined in this specification with respect to their interaction with the 3GPP Core Network.








* * * * End of changes * * * *








