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Introduction
In this paper, we discuss on the remaining issues regarding UE’s operation perspective, which are on the followings:
· SCG deactivation and CPC 
· Coexistence of CHO and CPC
· Unsynchronized update of MCG configuration at CPC execution 
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SCG deactivation and CPC
Is CPC triggered when SCG is deactivated?
Configuring CPC is for CP reliability due to the uncontrollable radio signal deteriorate. SCG is deactivated based on that the current usage and activity of the radio resources. Therefore once SCG is deactivated, then there would be the rare case to use SCG radio resource in short, and no harm in failure recovery after losing the connection with the network. Moreover there is sound mechanism to handle SCG failure (since even RLM/BFD is running on deactivated SCG) via using MCG, i.e., SCGFailureInformation, therefore interruption would be marginal. 
To reduce the possible spec impact is also important given the short remaining time.

Proposal 1-1. RAN2 agree that CPC is not executed on deactivated SCG. 

Can the CPC command include deactivated SCG ?
This issue is a bit different with the first issue since the current state of SCG can be assumed either of activated or deactivated. When SCG is deactivated, the agreed behavior of normal pscell change is that UE does not perform random access, as below:
3: At PSCell addition/change/HO/RRC resume, in case the SCG state is configured as deactivated, the UE does not perform random access. If the network wants the UE to perform random access, it can indicate the SCG as activated and deactivate it after the random access by RRC or MAC CE if supported.
Based on the proposal 1 to be agreed, there is no case to break the above agreement by the CPC execution when current SCG is deactivated. However, if current SCG state is activated, and CPC configuration including deactivated SCG is executed, then there is a conflict. In this case, for normal pscell change, there is no random access. Therefore, if CPC also following this, even CPC execution does not perform random access to the selected target pscell. However, the purpose of CPC is to get fast link via new target cell when radio link has sudden deteriorate. So, it is to make CPC useless when CPC configuration include deactivation indication. 
Therefore, we think the inclusion of SCG deactivation in the CPC configuration should be prohibited.
Proposal 1-2. RAN2 agree that CPC configuration does not include SCG deactivation indication.

Coexistence between R16 CHO and R16 CPC, between R16 CHO and R17 CPC
For the background, in R16 CHO is for MCG reliability and R16 CPC is for SCG reliability. Therefore, it is natural that to guarantee the UE’s connection reliability for both CG coexistence of R16 CHO and CPC needs to be supported. As a same reason, coexistence of R16 CHO and R17 CPC also needs to be supported.
Proposal 2-1. RAN2 agree on the support of coexistence between R16 CHO and R16 CPC, and between R16 CHO and R17 CPAC. 

CHO configuration and CPC configuration can be identified by the UE based on the location of conditionalReconfiguration field in the received RRC(Connection)Reconfiguration message and its transferring SRB. For CHO and R17 CPAC, the location of conditionalReconfiguration field is in the MN format RRC(connection)Reconfiguratoin message, and which is transferred via MN through SRB1 while for R16 CPC, it is located in mrdc-/EUTRA-secondarycellgroup configuration and transferred via SRB1 in encapsulated form or via SRB3. Therefore, there is no difficulty to identify which type of conditionalReconfiguration is signaled at the UE side. 
One consideration point is to control the execution operation not to be executed simultaneously. Each CHO/CPC is to apply the RRCReconfiguration message, and executing one conditional Reconfiguration should be an single atomic operation in RRC procedure perspective. Therefore, during one execution of conditional reconfiguration should be ensured to have no other conditional reconfiguration execution. Already we have the similar principle in R16 CHO by stopping execution condition evaluation when HO/CHO is executed. The same principle is necessary. UE always completes one trigger before starting another for across CHO and CPAC. 

Proposal 2-2. RAN2 agree on that UE stops the condition evaluation for other remaining conditional reconfigurations once a conditional reconfiguration across R16/17 CPAC and R16 CHO is executed.  

For releasing configurations, there are UE autonomous release operation for both R16 CHO/CPC and R17 CPAC. If CHO is executed successfully, then remaining CHO configurations are released by the UE. And R16 CPC is the same as CHO. If considering the coexistence of CHO and CPC (of R16 and R17), it is clear that change of pcell due to the CHO execution should be reflected to the CPC configuration and that will be based on CPC configuration modification procedure between target MN and target SN. Therefore, just reuse the remaining CPC configuations without refreshing should be prohibited by releasing CPC configurations once CHO execution was successful. This rationale apply to the CPC execution case without CHO execution. Since pscell change doesn’t directly affect to the CHO configuration, there is no requirement to release CHO configuration once CPC execution was executed successfully.

Proposal 2-3. RAN2 agree on that UE autonomously release all the remaining conditional reconfigurations including CHO and R16/17 CPAC configurations once UE executes the CHO successfully. 
Proposal 2-4. RAN2 agree on that UE autonomously release the remaining conditional reconfigurations only for R16/17 CPAC configurations once UE executes the CPC successfully.

Unsynchronized update of MCG configuration at CPC execution
The problematic situation happens when the CPC is executed and its corresponding MCG configuration part also needs to be updated. In legacy of CHO or intra-SN CPC, there is no this kind of situation. Even there might be a mistmatch between current MCG configuration and the one in CPC, those two configuration are also given by the MN, and MN will know there is a possibility that different RRCReconfigurationComplete message can come up with the RRC transaction ID already known as the CPC configuration. Since the RRCReconfigurationComplete message is a just one-shot indication, and the old configuration would be used before it, and only that RRCReconfiguratoinComplete message will be possible to have the mismatch between with the network. We think MN can decode that message because already MN put an eye on the possible reception of that configuration. Therefore, we think network can handle that in principle.
Proposal 3-1. MN can handle the unsynchronized update of MCG configuration at CPC execution.

Conclusion
[bookmark: OLE_LINK3]Based on the discussion above, we have the following observations and proposals:
Proposal 1-1. RAN2 agree that CPC is not executed on deactivated SCG. 
Proposal 1-2. RAN2 agree that CPC configuration does not include SCG deactivation indication.
Proposal 2-1. RAN2 agree on the support of coexistence between R16 CHO and R16 CPC, and between R16 CHO and R17 CPAC. 
Proposal 2-2. RAN2 agree on that UE stops the condition evaluation for other remaining conditional reconfigurations once a conditional reconfiguration across R16/17 CPAC and R16 CHO is executed.  
Proposal 2-3. RAN2 agree on that UE autonomously release all the remaining conditional reconfigurations including CHO and R16/17 CPAC configurations once UE executes the CHO successfully. 
Proposal 2-4. RAN2 agree on that UE autonomously release the remaining conditional reconfigurations only for R16/17 CPAC configurations once UE executes the CPC successfully.
Proposal 3-1. MN can handle the unsynchronized update of MCG configuration at CPC execution.
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